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This manual provides information regarding the quick installation and hardware
features of the RAID subsystem. This document also describes how to use the
storage management software. Information contained in the manual has been
reviewed for accuracy, but not for product warranty because of the various
environment/OS/settings. Information and specifications will be changed without
further notice.

This manual uses section numbering for every topics being discussed for easy and
convenient way of finding information in accordance with the user’s needs. The
following icons are being used for some details and information to be considered in
going through with this manual:

y NOTES:
\ These are notes that contain useful information and tips
4 that the user must give attention to in going through
with the subsystem operation.

IMPORTANT!
These are the important information that the user must
remember.

WARNING!

These are the warnings that the user must follow to avoid
unnecessary errors and bodily injury during hardware and
software operation of the subsystem.

CAUTION:
These are the cautions that user must be aware to
prevent damage to the equipment and its components.

Copyright

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent.

Trademarks

All products and trade names used in this document are trademarks or registered
trademarks of their respective holders.

Changes

The material in this document is for information only and is subject to change without
notice.

Before You Begin
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Before going through with this manual, you should read and focus to the following
safety guidelines. Notes about the subsystem’s controller configuration and the
product packaging and delivery are also included.

Safety Guidelines

To provide reasonable protection against any harm on the part of the user and to
obtain maximum performance, user is advised to be aware of the following safety
guidelines particularly in handling hardware components:

Upon receiving of the product:

5

%

Place the product in its proper location.

To avoid unnecessary dropping out, make sure that somebody is around for
immediate assistance.

< It should be handled with care to avoid dropping that may cause damage to the
product. Always use the correct lifting procedures.

X3

8

Upon installing of the product:

< Ambient temperature is very important for the installation site. It must not
exceed 30°C. Due to seasonal climate changes; regulate the installation site
temperature making it not to exceed the allowed ambient temperature.

« Before plugging-in any power cords, cables and connectors, make sure that the

power switches are turned off. Disconnect first any power connection if the power

supply module is being removed from the enclosure.

Outlets must be accessible to the equipment.

» All external connections should be made using shielded cables and as much as
possible should not be performed by bare hand. Using anti-static hand gloves is
recommended.

% In installing each component, secure all the mounting screws and locks. Make

sure that all screws are fully tightened. Follow correctly all the listed procedures

in this manual for reliable performance.

2

%

B

7
*

Controller Configurations
This RAID subsystem supports dual controller configuration.

Packaging, Shipment and Delivery

« Before removing the subsystem from the shipping carton, you should visually
inspect the physical condition of the shipping carton.

% Unpack the subsystem and verify that the contents of the shipping carton are all
there and in good condition.

< Exterior damage to the shipping carton may indicate that the contents of the
carton are damaged.

< If any damage is found, do not remove the components; contact the dealer where

you purchased the subsystem for further instructions.

The shipping package contains the following:

User Manual
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JetStor SAS 660iS / 660iSD

60 pairs of HDD side brackets

Three (3) power cords

Two (5) Ethernet LAN cables

Two(2) LC-LC Fibre Optical Cables

Two (2) External null modem cable

One (1) Disk Tool

l\_.l_ ,_-T:’.'.T-
| . } Key of Top Cover
&l
Screws
‘ ‘ User Manual

NOTE: If any damage is found, contact the dealer or vendor for assistance.
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Chapter 1 Introduction

The iISCSI RAID Subsystem

The iSCSI RAID subsystem features high density disks capacity with 10Gigabit ports to
increase system efficiency and performance. It features high capability of expansion,
with 60 hot-swappable SAS/SATA hard disk drive bays in a 19-inch 4U rackmount unit,
scaling to a maximum storage capacity in the terabyte range. It also supports Dual-
active controllers which provide better fault tolerance and higher reliability of system
operation.

Unparalleled Performance & Reliability
= Supports Dual-active controller
= Supports 802.3ad port trunking, Link Aggregation Control Protocol (LACP)
= High data bandwidth of system architecture by powerful 64-bit RAID processor

Unsurpassed Data Availability
= RAID 6 capability provides the highest level of data protection
=  Supports snapshot-on-the-box w/o relying on host software
=  Supports Microsoft Windows Volume Shadow Copy Services (VSS)

Exceptional Manageability Menu-driven front panel display
= Management GUI via serial console, SSH telnet, Web and secure web(HTTPS)
= Event notification via Email and SNMP trap
= Menu-driven front panel display

Features
= 60 hot-swappable disk drive bays which support SAS/SATA disks
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=  Supports iSCSI jumbo frame

=  Supports Microsoft Multipath 1/0 (MPIO)

= Supports RAID levels O, 1, 0+1, 3, 5, 6, 10, 30, 50, 60 and JBOD

= Local N-way mirror: Extension to RAID 1 level, N copies of the disk

= Global and dedicated hot spare disks

=  Write-through or write-back cache policy for different application usage
= Supports greater than 2TB per volume set (64-bit LBA support)

=  Supports manual or scheduling volume snapshot (up to 32 snapshots)
= Snapshot rollback mechanism

= On-line volume migration with no system down-time

= Online volume expansion

= Instant RAID volume availability and background initialization

=  Supports S.M.A.R.T, NCQ and OOB staggered Spin-up capable drives
= High efficiency power supply which compliant with 80plus

User Manual
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RAID Controller

iISCSI-SAS

Controller

Redundant

Host Interface

Eight 1Gb/s Ethernet

Disk Interface

3Gb SAS or SATA 11

Processor Type

Intel 10P342 64-bit (Chevelon dual core)

Cache Memory

4GB — 8GB DDR-I1 ECC SDRAM

Battery Backup

Optional Hot Pluggable BBM

Management Port support Yes
Monitor Port support Yes
UPS connection Yes

o, 1, 0+1, 3, 5, 6, 10, 30, 50, 60 and

RAID level JBOD
Logical volume Up to 1024
iSCSI1 Jumbo frame support Yes
Supports Microsoft Multipath 170 Yes
(MP10O)

802.3ad Port Trunking, LACP Support Yes

Host connection Up to 32

Host clustering

Up to 16 for one logical volume

Manual/scheduling volume snapshot

Up to 32

Hot spare disks

Global and dedicated

Host access control

Read-Write & Read-Only

Online Volume Migration Yes
Online Volume sets expansion Yes
Configurable stripe size Yes
Auto volume rebuild Yes
N-way mirror (N copies of the disk) Yes
Microsoft Windows Volume Shadow Yes
Copy Services (VSS)

Supports CHAP authentication Yes
S.M.A.R.T. support Yes
Snapshot rollback mechanism support Yes

User Manual
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Platform Rackmount
Form Factor 4U

# of Hot Swap Trays 60

Tray Lock Yes

Disk Status Indicator

Access / Fail LED

Backplane

SAS / SATA 1l Single BP

# of PS/Fan Modules

700W x 3 w/PFC

# of Fans

11

Power requirements

AC 90V —~ 264V Full Range, 12A — 6A,
47Hz — 63Hz (each module)

Relative Humidity

10% ~ 85% Non-condensing

Operating Temperature

10°C ~ 40°C (50°F ~ 104°F)

Physical Dimension

850(L) x 482.5(W) x 177(H) mm

Weight (Without Disk)

45 Kg

User Manual
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1.2 Terminology

The document uses the following terms:

RAID

Redundant Array of Independent Disks. There are different
RAID levels with different degree of data protection, data
availability, and performance to host environment.

PD

The Physical Disk belongs to the member disk of one specific
RAID group.

RG

Raid Group. A collection of removable media. One RG consists
of a set of VDs and owns one RAID level attribute.

VD

Virtual Disk. Each RD could be divided into several VDs. The
VDs from one RG have the same RAID level, but may have
different volume capacity.

LUN

Logical Unit Number. A logical unit number (LUN) is a unique
identifier which enables it to differentiate among separate
devices (each one is a logical unit).

GUI

Graphic User Interface.

RAID cell

When creating a RAID group with a compound RAID level, such
as 10, 30, 50 and 60, this field indicates the number of
subgroups in the RAID group. For example, 8 disks can be
grouped into a RAID group of RAID 10 with 2 cells, 4 cells. In
the 2-cell case, PD {0, 1, 2, 3} forms one RAID 1 subgroup and
PD {4, 5, 6, 7} forms another RAID 1 subgroup. In the 4-cells,
the 4 subgroups are PD {0, 1}, PD {2, 3}, PD {4, 5} and PD
{6,7}.

WT

Write-Through cache-write policy. A caching technique in which
the completion of a write request is not signaled until data is
safely stored in non-volatile media. Each data is synchronized in
both data cache and accessed physical disks.

wB

Write-Back cache-write policy. A caching technique in which the
completion of a write request is signaled as soon as the data is
in cache and actual writing to non-volatile media occurs at a
later time. It speeds up system write performance but needs to
bear the risk where data may be inconsistent between data
cache and the physical disks in one short time interval.

RO

Set the volume to be Read-Only.

DS

Dedicated Spare disks. The spare disks are only used by one
specific RG. Others could not use these dedicated spare disks
for any rebuilding purpose.

GS

Global Spare disks. GS is shared for rebuilding purpose. If some
RGs need to use the global spare disks for rebuilding, they could
get the spare disks out from the common spare disks pool for

such requirement.
User Manual
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DG DeGraded mode. Not all of the array’s member disks are
functioning, but the array is able to respond to application read
and write requests to its virtual disks.

SCsSI Small Computer Systems Interface.

SAS Serial Attached SCSI.

S.M.A.R.T. Self-Monitoring Analysis and Reporting Technology.

WWN World Wide Name.

HBA Host Bus Adapter.

SES SCSI Enclosure Services.

NIC Network Interface Card.

BBM Battery Backup Module

iSCSI Internet Small Computer Systems Interface.

LACP Link Aggregation Control Protocol.

MPIO Multi-Path Input/Output.

MC/S Multiple Connections per Session

MTU Maximum Transmission Unit.

CHAP Challenge Handshake Authentication Protocol. An optional
security mechanism to control access to an iSCSI storage
system over the iSCSI data ports.

iSNS Internet Storage Name Service.

SBB Storage Bridge Bay. The objective of the Storage Bridge Bay
Working Group (SBB) is to create a specification that defines
mechanical, electrical and low-level enclosure management
requirements for an enclosure controller slot that will support a
variety of storage controllers from a variety of independent
hardware vendors (“IHVs”) and system vendors.

Dongle Dongle board is for SATA 11 disk connection to the backplane.

User Manual
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The subsystem can implement several different levels of RAID technology. RAID levels
supported by the subsystem are shown below.

RAID Level

Description

Min. Drives

Block striping is provide, which yields higher
performance than with individual drives. There
is no redundancy.

Drives are paired and mirrored. All data is 100%
duplicated on an equivalent drive. Fully
redundant.

N-way
mirror

Extension to RAID 1 level. It has N copies of the
disk.

3

Data is striped across several physical drives.
Parity protection is used for data redundancy.

Data is striped across several physical drives.
Parity protection is used for data redundancy.

Data is striped across several physical drives.
Parity protection is used for data redundancy.
Requires N+2 drives to implement because of
two-dimensional parity scheme

Mirroring of the two RAID O disk arrays. This
level provides striping and redundancy through
mirroring.

10

Striping over the two RAID 1 disk arrays. This
level provides mirroring and redundancy
through striping.

30

Combination of RAID levels O and 3. This level is
best implemented on two RAID 3 disk arrays
with data striped across both disk arrays.

50

RAID 50 provides the features of both RAID O
and RAID 5. RAID 50 includes both parity and
disk striping across multiple drives. RAID 50 is
best implemented on two RAID 5 disk arrays
with data striped across both disk arrays.

60

RAID 60 provides the features of both RAID 0O
and RAID 6. RAID 60 includes both parity and
disk striping across multiple drives. RAID 60 is
best implemented on two RAID 6 disk arrays
with data striped across both disk arrays.

JBOD

The abbreviation of “Just a Bunch Of Disks”.
JBOD needs at least one hard drive.

User Manual
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1.4 Volume Relationship Diagram

| Lunt | | Lunz || Luns |
f 1 i
Snapshot
VD1 VD2 “%’Bﬁ -
—
+ +
* <+
|
| 3 y s ' | Global Cache Volume

3 F 3
‘ PD 1 ‘ PD 2 | PD 3 \ DS \ f
J | RAM

This is the design of volume structure of the iSCSI RAID subsystem. It describes the
relationship of RAID components. One RG (RAID Group) is composed of several PDs
(Physical Disks). One RG owns one RAID level attribute. Each RG can be divided into
several VDs (Virtual Disks). The VDs in one RG share the same RAID level, but may have
different volume capacity. Each VD will be associated with the Global Cache Volume to
execute the data transaction. LUN (Logical Unit Number) is a unique identifier, in which
users can access through SCSI commands.
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Chapter 2 ldentifying Parts of the RAID Subsystem

The illustrations below identify the various parts of the subsystem.
2.1 Main Components

2.1.1 Front View

S G U FuS gue gUE MR B O W

Main Switch

Display Panel HDD Status Indicator

Switch for 4 seconds and allow at least 3 minutes (during which
each disk slot starting from slot #1 until slot #60 will be powered
down) for the subsystem to shutdown properly. Then turn off the
switches of the 2 Power Supply Fan Modules.

® IMPORTANT: When powering off the subsystem, press the Main

User Manual
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HDD Status LEDs

Activity LED
Power On/Fail LED

Indicator Color Description
Activity LED Blye _ Indicates the disk drive is busy or being
Blinking | accessed.
Green Indicates the disk drive in this slot is good.
RED Indicates the disk drive in this slot is faulty.
Power
On/Fail LED LED is
off Indicates there is no disk drive in this slot.

RED Indicates the disk drive in this slot is
Blinking | rebuilding.

2.1.1.1 LCD Display Panel LED

User Manual
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Parts

Function

Up and Down 4
Arrow buttons W

Use the Up or Down arrow keys to go through the
information on the LCD screen. This is also used to
move between each menu when you configure or
view information in the subsystem.

Select button v/

This is used to enter the option you have selected.

Exit button EXIT

Press this button to return to the previous menu.

Environmental Status

Parts

Function

Power LED

Green indicates power is ON.

Power Fail LED

If one of the redundant power supply unit fails,
this LED will turn to RED and alarm will sound.

Fan Fail LED

If a fan fails, this LED will turn red and an alarm
will sound.

Over Temperature
LED

If temperature irregularities in the system occur,
this LED will turn RED and alarm will sound.

Voltage Warning
LED

If the output DC voltage is above or below the
allowed range, an alarm will sound warning of a
voltage abnormality and this LED will turn red.

Activity LED

This LED will blink blue when the Disk Array is
busy or active.

User Manual
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2.1.2 Rear View

PSU 1 PSU 2 PSU 3

Controller
Module 1

Controller
Module 2

Fan4 and Fan5 Fan6 and Fan7

1. Controller Module

The subsystem has dual controller module.

2. Power Supply Unit1 — 3

Three power supplies are located at the rear of the subsystem.
Turn on the power of these power supplies to power-on the subsystem. The “power”
LED at the front panel will turn green.

If a power supply fails to function or a power supply was not turned on, the @ ”
Power fail LED will turn red and an alarm will sound.
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2.2 Controller Module

RAID Controller Module

2.2.1 Controller Module Panel

BBM Status LED

BBM Status Button
R-Link Port Master / Slave LED

Controller Status LED

Cache Dirty LED

SAS Expansion Port

UPS Port
RS-232 Port

User Manual
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1. Uninterrupted Power Supply (UPS) Port (APC Smart UPS only)

The subsystem may come with an optional UPS port allowing you to connect an APC
Smart UPS device. Connect the cable from the UPS device to the UPS port located at
the rear of the subsystem. This will automatically allow the subsystem to use the
functions and features of the UPS.

2. R-Link Port: Remote Link through RJ-45 Ethernet for remote management

The subsystem is equipped with one 10/100 Ethernet RJ45 LAN port for remote
configuration and monitoring. You use web browser to manage the RAID subsystem
through Ethernet.

3. LAN Ports (Gigabit)

Each Controller is equipped with four LAN data ports for iSCSI connection.

4. Controller Status LED
= Green - Controller status normal or in the booting.

= Red = Other than above status.

5. Master/Slave LED
= Green - Master controller.

= Off > Slave controller.

6. Cache Dirty LED
= Orange - Data on the cache waiting for flush to disks.

= Off > No data on the cache.

7. BBM Status LED
= Green > BBM installed and powered
= Off > No BBM

8. BBM Status Button

When the system power is off, press the BBM status button, if the BBM LED is Green,
then the BBM still has power to keep data on the cache. If not, then the BBM power
is ran out and cannot keep the data on the cache anymore.
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2.3 Power Supply / Fan Module (PSFM)

The RAID subsystem contains three 700W Power Supply / Fan Modules. All the
Power Supply / Fan Modules (PSFMs) are inserted into the rear of the chassis.

2.3.1 PSFM Panel

Power Input Socket

Fanl Power On/Off Switch

Power On/Fail Indicator

The panel of the Power Supply/Fan Module contains: the Power On/Off Switch, the
AC Inlet Plug, and a Power On/Fail Indicator showing the Power Status LED,
indicating ready or fail.

Each fan within a PSFM is powered independently of the power supply within the
same PSFM. So if the power supply of a PSFM fails, the fan associated with that
PSFM will continue to operate and cool the enclosure.

When the power cord connected from main power source is inserted to the AC
Power Inlet, the power status LED becomes RED. When the switch of the PSFM is
turned on, the LED will turn GREEN. When the Power On/Fail LED is GREEN, the

PSFM is functioning normally.
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2.3.2 Fan Module

The 60bays Disk Array contains 11 fans.

FAN 1 FAN 2 FAN 3

Fan4 and Fan5 Fan6 and Fan7

-
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FAN Fail Indicator

Indicator Color Description

No light | Indicates the fan is normal.
Fan Fault LED

Red Indicates the fan is faulty.

2.4 Expander Module

The 60bays Disk Array contains four expander modules.

Expander Module A2
(for Controller 1)

Expander Module A1
(for Controller 1)

Expander Module B2
(for Controller 2)

Expander Module B1
(for Controller 2)
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Status LEDs

If an expander module fails to function, the “EXM!” fail LED on the front Panel will
turn red and an alarm will sound.

Expander module Fail Indicator

Indicator Color Description

No light Indicates the Expander module is

Expander module normal.
FaultLED Indicates the Expander module is
Red
faulty.
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Checklist before Starting

Before starting, check or prepare the following items.

]

Check “Certification list” in Appendix A to confirm the hardware setting is fully
supported.

Read the latest release note before upgrading. Release note accompany with
release firmware.

A server with a NIC or iSCSI HBA.

CAT 5e, or CAT 6 network cables for management port and iSCSI data ports.
Recommend CAT 6 cables for best performance.

Prepare storage system configuration plan.

Management and iSCSI data ports network information. When using static IP,
please prepare static IP addresses, subnet mask, and default gateway.

Gigabit LAN switches. (recommended) Or Gigabit LAN switches with
VLAN/LCAP/Trunking. (optional)

CHAP security information, including CHAP username and secret. (optional)

Setup the hardware connection before powering on the server(s) and the iSCSI
RAID system.

In Addition, installing an iSNS server is recommended.

Host server is suggested to logon the target twice (both controller 1 and
controller 2), and then MPIO should be setup automatically.

NOTE: iSNS server is recommended for dual controller system.
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For better data service availability, all the connections among host servers, GbE switches,
and the dual controllers are recommended as redundant as below.

Clustering

Host / Server Host / Server

GBE | | GBE | GBE |

Gigabit switch Gigabit switch

controller 1 controller 2
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Chapter 3 Getting Started with the Subsystem

3.1 Installing the Rails and Mounting into Rack

| 4\4

Steps:

NOTE: At least two persons are needed to lift the Disk Array. To
reduce the weight of the Disk Array, remove the power supply
modules from the rear of Disk Array. If disk drives are already
installed in the disk trays, remove also the disk trays. Refer to
appropriate sections on how to remove the power supply modules
and how to remove the disk trays/disk drives.

NOTE: The sample model used in the following installation might
not be the actual model for this manual.

NOTE: The Disk Array must be installed near the Disk Array or host
system where it will be connected. A Phillips screwdriver is needed
in installation.

WARNING! It is prohibited to put other enclosures on top of the
64-bay Disk Array because the total weight will not be supported
by the rails.

1. Open the rail box.

2. Remove the 2 rail assemblies and the screws/accessories from the box. Check
its contents.
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3. Insert three (3) M5 nuts on the 2 holes of the front left side of the rack post.

Position
of M5
nuts on
the 3
holes of
left rack
post

Rack Post — Front Left Side

4. Insert three (3) M5 nuts on the 2 holes of the front right side of the rack post.

Position
of M5
nuts on
the 3
holes of
right
rack
post

i

Rack Post — Front Right Side
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5. Prepare the 2 rail assemblies.

Front Side of Rail Assembly Rear Side of Rail Assembly

6. Hold one rail assembly and install in the front left side of rack. To install, align
and insert the 2 latches of the rail into the 2 holes on the rack post. Use the
Lock Lever to lock the rail assembly in the left rack post.

View from Front Side of Front Left Rack Post
Lock Lever is Not Locked
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Lock
Lever

View from Front Side of Front Left Rack Post
Lock Lever is Locked

Lock

2 2 Latches

View from Rear Side of Front Left Rack Post
2 Latches are inserted in the 4™ and 6™ holes from bottom (M5 nut)
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Install the other end of rail assembly to the left rear side. Align and insert the 2
latches on the 2 holes on the rear rack post, and then push the rail a little
towards the rear side and lock the lock lever on the rack post.

Lock
Lever

Latches

Lock ; . Latches
Lever -

Lock
Lever

View from Rear Side of Rear Left Rack Post
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8. Repeat step 6 to install the other rail assembly into the right front side.

Lock
Lever

Lower
M5 nut

View from Front Side of Front Right Rack Post
Lock Lever is Not Locked

Lock
Lever

Lower
M5 nut

View from Front Side of Front Right Rack Post
Lock Lever is Locked
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Lock

2 Latches

View from Rear Side of Front Right Rack Post
2 Latches are inserted in the 4™ and 6™ holes from bottom (M5 nut)

9. Repeat step 7 to install the other end of rail assembly to the rack post of rear
right side.

Latches

View from Rear Side of Rear Right Rack Post
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Lock
Lever

View from Rear Side of Rear Right Rack Post
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10. Pull the 2 middle rail members out from the rail assembly.

Front Left Side

Middle Rail Member of Rail Assembly on Left Side of Rack

Front Side

V.

Right Front §

View from Rear Side
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11. With at least 4 persons carrying the enclosure, insert the 2 inner rails (attached
to the sides of the enclosure) into the middle rails. Slide the enclosure until it
stops or about half way through.

NOTE: Be careful when inserting the 2 inner rails into the middle
rails. The 2 inner rails must be parallel with the 2 middle rails so
that 2 inner rails will insert and slide easily. Use hands to guide
the inner rails when inserted into the middle rails.

Inner
Rail

Inner Rail Aligned with and Inserted into the Middle Rail

Important: Make sure to hold the enclosure firmly in level position
while inserting the enclosure in the rail. Keep holding the
enclosure moved inside the rack. When the half rear side is inside
the rack, you can put down the two rear handles but support in the
bottom part of the enclosure is still needed so that the enclosure

will not drop down.
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a3

View from Rear Side

12. Press outwards the blue locks on both sides of the inner rail members at the
same time. Then push the enclosure inwards (or backwards) until it goes inside

the rack.

Blue Lock of
Inner Rail

View from Right Side of Enclosure
Blue Lock of Inner Rail is Pushed a Little Outwards and

Enclosure is Pushed Inwards
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¥ pawml e
» - -|i;  mEEE

View from Rear Side of Rack Cabinet
Enclosure is Pushed Inwards

13. Insert the power supply modules.

SEShsmEEmEEE

L ll.lllllllllllll::
;f._lﬁsummmsum-
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14. Use six (6) M5 screws to lock the enclosure into the rack post, one screw in
each corner. Note that the screw driver will need to pass through the corner
hole of front panel for the two upper corner holes on both sides.

Front Left Side Front Right Side

15. Open the top cover and re-insert the disk drives / disk trays, if disk drives/disk
trays were previously removed. Then close the top cover.
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3.2 Removing the Disk Array from the Rack

1. Remove the six screws in the front corner.

Front Left Side Front Right Side

2. Remove the power supplies in the rear and the disk drives from the disk slots.
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3. Carefully pull the subsystem.

-

4. Push the white lock to release the subsystem from the rail.
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3.3 Disk Drive Installation

This section describes the physical locations of the hard drives supported by the
subsystem and give instructions on installing a hard drive.

— NOTE: When the Disk Array is shipped, the disk trays are not

&

{ placed in the disk slots. If all disk trays will be used to install all
Ny 60 disk drives, for quicker and easier installation of disk drives in
— the Disk Array, it is recommended to attach first each disk drive

with HDD side brackets.

| B2: A2: B1: Al:

Slot 57 Expander Expander Expander Expander Slot 1

module module module module
Slot 60

DISK SLOT NUMBERS

Rear side

5753|4946 |43 |39(35|31|27|23|19(16 (13| 9 |5 |1

58 |54 |50 |B2 | A2 |40 (36|32 |28|24|20|B1 (A1 |10| 6 | 2

50|55|51|47 |44 (41|37 |33 |29|25|21 17|14 |11 |7 | 3

60 |56 52|48 |45|42 (38|34 |30|26|22(18 (15|12 |8 | 4

Front Side
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o

\, NOTE: In this model, it is recommended to use 6Gb hard drive
*  disks.

3.3.2 To install a SAS disk drive (Single or Dual Controller Mode) or SATA
disk drive (Single Controller Mode) in a disk tray:

1. Prepare the HDD side brackets. Remove them from the dummy disk by pushing
the upper sides of the dummy disk as shown below:
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2. Place the brackets on both sides of the disk drive and secure them with screws.

3 screws #6-32 UNC L=5.0mm

2 screws #6-32 UNC L=5.0mm

3. Place the slotted flat head screw.

1. Place the drive carefully in the disk slot.
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2. Fix the disk drive using the disk tool that is included in the package.
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3. Repeat the same steps for the rest of the disks.
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Note: You can use also the disk tool to remove the disk drive in the
disk slot.
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3.4 Connecting the iSCSI RAID Subsystem to the Network

To connect the iSCSI unit to the network, insert the network cable that came with the
unit into the network port (LAN1) at the back of iSCSI unit. Insert the other end into a
Gigabit BASE-T Ethernet connection on your network hub or switch. You may connect
the other network ports if needed.

For remote management of iSCSI RAID subsystem, use another network cable to
connect the R-Link port to your network.

3.5 Powering On

1. Plug in the power cords into the AC Power Input Socket located at the rear of the
subsystem.

Power On/Off Switch

AC Power Input Socket

A NOTE: The subsystem is equipped with redundant, full range
: power supplies with PFC (power factor correction). The system will
automatically select voltage.

2. Turn on each Power On/Off Switch to power on the subsystem.

3. Push the main switch button in the front panel to power on.

Main Switch

4. The Power LED on the front Panel will turn green.
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3.6 iISCSI Introduction

iSCSI (Internet SCSI) is a protocol which encapsulates SCSI (Small Computer System
Interface) commands and data in TCP/IP packets for linking storage devices with
servers over common IP infrastructures. iSCSI provides high performance SANs over
standard IP networks like LAN, WAN or the Internet.

IP SANs are true SANs (Storage Area Networks) which allow few of servers to attach to
an infinite number of storage volumes by using iSCSI over TCP/IP networks. IP SANs
can scale the storage capacity with any type and brand of storage system. In addition,
using any type of network (Ethernet, Fast Ethernet, Gigabit Ethernet) and combining
operating systems (Microsoft Windows, Linux, Solaris, ...etc.) within the SAN network.
IP-SANs also include mechanisms for security, data replication, multi-path and high
availability.

Storage protocol, such as iSCSI, has “two ends” in the connection. These ends are the
initiator and the target. In iSCSI we call them iSCSI initiator and iSCSI target. The
iSCSI initiator requests or initiates any iSCSI communication. It requests all SCSI
operations like read or write. An initiator is usually located on the host/server side
(either an iSCSI HBA or iSCSI SW initiator).

The iSCSI target is the storage device itself or an appliance which controls and serves
volumes or virtual volumes. The target is the device which performs SCSI commands
or bridges it to an attached storage device. iSCSI targets can be disks, tapes, RAID
arrays, tape libraries, and etc.

Host 2
Host 1 (m_mator)
(initiator) iSCSI
HBA

iSCSI device 1
(target)

iSCSI device 2
(target)
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The host side needs an iSCSI initiator. The initiator is a driver which handles the SCSI
traffic over iSCSI. The initiator can be software or hardware (HBA). Please refer to the
certification list of iISCSI HBA(s) in Appendix A. OS native initiators or other software
initiators use the standard TCP/IP stack and Ethernet hardware, while iSCSI HBA(S)
use their own iSCSI and TCP/IP stacks on board.

Hardware iSCSI HBA(sS) would provide its initiator tool. Please refer to the vendors’
HBA user manual. Microsoft, Linux and Mac provide software iSCSI initiator driver.
Below are the available links:

1. Link to download the Microsoft iISCSI software initiator:

http://www.microsoft.com/downloads/details.aspx?FamilylD=12cb3cla-15d6-
4585-b385-befd1319f825&DisplayLang=en

Please refer to Appendix D for Microsoft iSCSI initiator installation procedure.

2. Linux iSCSI initiator is also available. For different kernels, there are different iSCSI
drivers. If you need the latest Linux iSCSI initiator, please visit Open-iSCSI project
for most update information. Linux-iSCSI (sfnet) and Open-iSCSI projects merged
in April 11, 2005.

Open-iSCSI website: http://www.open-iscsi.org/
Open-iSCS1 README: http://www.open-iscsi.org/docs/README

Features: http://www.open-iscsi.org/cgi-bin/wiki.pl/Roadmap

Support Kernels: http://www.open-iscsi.org/cgi-bin/wiki.pl/Supported_Kernels

Google groups: http://groups.google.com/group/open-iscsi/threads?gvc=2

http://groups.google.com/group/open-iscsi/topics

Open-iSCSI Wiki: http://www.open-iscsi.org/cgi-bin/wiki.pl

3. ATTO iSCSI initiator is available for Mac.
Website: http://www.attotech.com/xtend.html

5. Solaris iSCSI Initiator
Version: Solaris 10 u6 (10/08)
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Chapter 4 Quick Setup

4.1 Management Interfaces

There are three management methods to manage the iSCSI RAID subsystem described
as follows:

4.1.1 Serial Console Port

Use NULL modem cable to connect console port.

The console settings are on the following:

Baud rate: 115200, 8 bits, 1 stop bit, and no parity.
Terminal type: vt100

Login name: admin

Default password: 00000000

4.1.2 Remote Control — Secure Shell

SSH (secure shell) is required for remote login. The SSH client software is available at
the following web site:

SSHWinClient WWW: http://www.ssh.com/
Putty WWW: http://www.chiark.greenend.org.uk/

Host name: 192.168.10.50 (Please check your DHCP address for this field.)
Login name: admin

Default password: 00000000

NOTE: This iSCSI RAID Series only support SSH for remote
control. For using SSH, the IP address and the password is
required for login.
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4.1.3 LCD Control Module (LCM)

After booting up the system, the following screen shows management port IP and

model name:

192.168.10.50
iSCSI1-Model

Press “EXIT”, the LCM functions “Alarm Mute”, “Reset/Shutdown”, “Quick
Install”, “View IP Setting”, “Change IP Config” and “Reset to Default” will
rotate by pressing A (up) and v (down).

When there is WARNING or ERROR level of event happening, the LCM also shows the
event log to give users event information from front panel.

The following table is the function description of LCM menus.

System Info

Displays System information.

Alarm Mute

Mute alarm when error occurs.

Reset/Shutdown

Reset or shutdown controller.

Quick Install

Quick three steps to create a volume. Please refer to next
chapter for operation in web Ul.

Volume Wizard

Smart steps to create a volume. Please refer to next chapter
for operation in web UI.

View IP Setting

Display current IP address, subnet mask, and gateway.

Change IP Config

Set IP address, subnet mask, and gateway. There are 2
selections, DHCP (Get IP address from DHCP server) or set
static IP.

Reset to Default

Reset to default sets password to default: 00000000, and set
IP address to default as DHCP setting.
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[Firmware Version
X.X.X]
[System Info.] [RAM Size
XXX MB]
[Alarm Mute] [AYes Nov]
[AYes
[Reset] Nov]
[Reset/Shutdown]
[Shutdown] [4ves
Nov]
RAID O
RAID 1
RAID 3 [Appl
[Quick Install] RAID 5 e [AYes
The
RAID 6 Config] Nov]
RAID 0+1
Xxx GB
[Local]
RAID O [Apply
RAID 1 [Use [Volume The
RAID 3 default Size] Config]
RAID 5 algorithm] xxx GB [AYes
RAID 6 Nov]
. RAID 0+1
[Volume Wizard] [JBOD x] A v
prolPS RAID O [Apply
Av RAID 1 [new x Adjust The
RAID 3 disk] A v Volume Config]
RAID 5 Xxx BG Size [AYes
RAID 6 Nov]
RAID 0+1
[1P Config]
[Static IP]
[IP Address]
. . [192.168.010.050]
[View IP Setting] [IP Subnet Mask]
[255.255.255.0]
[IP Gateway]
[192.168.010.254]
[AYes
[DHCP] Nov]
[IP Adjust IP
Address] address
Adjust
[Change IP [IPMil;ﬁ;et Submask
Config] . IP
[Static IP] -
[P Adjust
Gateway] Gatﬁ;N ay
[Apply IP [AYes
Setting] Nov]
[Reset to Default] [AYes Nov]
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CAUTION! Before power off, it is better to execute “Shutdown” to
? flush the data from cache to physical disks.

4.1.4 Web GUI

The iSCSI RAID subsystem supports graphical user interface (GUI) to operate the
system. Be sure to connect the LAN cable. The default IP setting is DHCP; open the
browser and enter:

http://192.168.10.50 (Please check the DHCP address first on LCM)
Click any function at the first time; it will pop up a dialog window for authentication.

User name: admin
Default password: 00000000

User name

Password

After login, you can choose the function blocks on the left side of window to do
configuration.

System configuration
Q ISCSI configuration

WVolume configuration
Enclosure management
@ Maintenance

@ Quick installation

$=& Volume creation wizard
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There are seven indicators at the top-right corner.

RAID light:
. Green - RAID works well.
Red - RAID fails.

Temperature light:
. Green - Temperature is normal.

. Red - Temperature is abnormal.

Voltage light:
Green - voltage is normal.

Red - voltage is abnormal.

UPS light:
. Green »> UPS works well.
. Red -> UPS fails.

Fan light:
. Green - Fan works well.
. Red - Fan fails.

Power light:
. Green - Power works well.

. Red -> Power fails.

Dual controller light:

Green - Both controllerl and controller2 are
present and well.

Orange > The system is degraded and there is
only 1 controller alive and well.

Return to home page.

Logout the management web UI.

Mute alarm beeper.
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4.2 How to Use the System Quickly

4.2.1 Quick Installation

Please make sure that there are some free drives installed in this system. SAS drivers
are recommended. Please check the hard drive details in “/ Volume configuration /
Physical disk”.

SUEGEIE | RAID group | Virtual disk || Snapshot || Logical unit

Show PD for: |- Local - x| Show size unit as: |(GE) x

Slot Size(GB) RG Status Health Usage Vendor Serial Type Write cache Standby Readahead Command queuing
EI 1 465 Online Good Free disk = SEAGATE = 9QMBKDVW00009841MZUS  SAS Enabled Disabled Enabled Enabled
EI 2 465 Online Good Free disk ~ SEAGATE =~ 9QMBHBLI000099445BRN SAS Enabled Disabled Enabled Enabled
EI 3 465 Online Good Free disk =~ SEAGATE = 9QMBKEOP000099445B6Q SAS Enabled Disabled Enabled Enabled
EI 4 465 Online Good Free disk ~ SEAGATE =~ 9QMBKE4F000099445E36 SAS Enabled Disabled Enabled Enabled
EI 5 465 Online Good Free disk =~ SEAGATE = 9QMBKE1R000099445E4T SAS Enabled Disabled Enabled Enabled
EI 6 465 Online Good Free disk  SEAGATE =~ 9QMBKDZF000099445E98 SAS Enabled Disabled Enabled Enabled
EI T 465 Online Good Free disk ~ SEAGATE = 9QMBKDSV000099445BSS  SAS Enabled Disabled Enabled Enabled
EI § 465 Online Good Free disk  SEAGATE = 9QM4AF2G00009845WFET SAS Enabled Disabled Enabled Enabled

Step 1: Click “Quick installation” menu item. Follow the steps to set up system
name and date/time.

Quick installation

Step 1: System setting

System name

System name :  model-name

Date and time

[Ichange date and time

201111421 12:25:59

12 : 28 .

amd e o AR e

(GMT-05:00) Eastern Time(USs & Canada)

Cancel
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Step2: Confirm the management port IP address and DNS, and then click “Next”.

Quick installation
Step 2 : Network setting
MAC address
MAC address : 00:132:78:C4:00:60
Address
® DHCP
O BOOTP
@] Static
DMNS
DMNS : 127.00.1
Port
HTTP port : ao
HTTPS port : 443
S55H port : 22
== Back H Moyt ==

Step 3: Set up the data port IP and click “Next”.
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Quick installation

LAN1:
o
@

Cancel

Step 3 : iSCSI IP address

DHCP

Static

Address : 192.168.1.1
Mask : 255.255.255.0
Gateway : 192.168.1.254

Step 4: Set up the RAID level and volume size and click “Next”.

Quick installation

RAID level :

Cancel

Step 4 : Volume setting

)
- RAID 1{
- RAID 3(305 GB) -
- RAID 5(305 GB) -
- RAID 6(271 GB) -
- RAID 0+1(169 GB) -

Step 5: Check all items, and click “Finish”.
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Quick installation

Confirm

System name
System name model-name

Network setting

Address (DHCP

DMS ; 127.00.1

HTTP pott (80, HTTPS port @ 443, 55H port ; 22

iSCSI IP address
Address : 10.1.61.1
Mask : 255.255.255.0
Gateway |

| Cancel ‘

<<Back || Finish |

Step 6: Done.

4.2.2 Volume Creation Wizard

“Volume create wizard” has a smarter policy. When the system is inserted with some
HDDs. “Volume create wizard” lists all possibilities and sizes in different RAID levels,
it will use all available HDDs for RAID level depends on which user chooses. When
system has different sizes of HDDs, e.g., 8*200G and 8*80G, it lists all possibilities and
combination in different RAID level and different sizes. After user chooses RAID level,
user may find that some HDDs are available (free status). It gives user:

1. Biggest capacity of RAID level for user to choose and,
2. The fewest disk number for RAID level / volume size.

E.g., user chooses RAID 5 and the controller has 12*200G + 4*80G HDDs inserted. If
we use all 16 HDDs for a RAID 5, and then the maximum size of volume is 1200G

(80G*15). By the wizard, we do smarter check and find out the most efficient way of
using HDDs. The wizard only uses 200G HDDs (Volume size is 200G*11=2200G), the

volume size is bigger and fully uses HDD capacity.
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Step 1: Select “Volume create wizard” and then choose the RAID level. After the
RAID level is chosen, click “Next™.

Volume creation wizard

Step 1

List all possibilities RAID level and maximam size.

Please select the preferred RAID level.

RAID enclosure : Local
RAID level : |-raipo(z724G6B) - =l
CRATD O

- RAID 1(4565 GB) -

- RAID 3(3258 GB) -

- RAID 5(3258 GB) -

- RAID 6(2793 GB) -

- RAID 0+1(1862 GB) -

Step 2: Please select the combination of the RG capacity, or “Use default algorithm™
for maximum RG capacity. After RG size is chosen, click “Next™.
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Volume creation wizard

Step 2

Choose default algorithm for maximum RG capacity.

Possible combinations for the preferred RAID level are listed, check
‘Customization” to choose the preferred option.

" Use default algorithm

*  Customization

RAID group :

Hint: Maximum physical disks for one RG is 32.

-new 1 disk (465 GB) -

[

-new 1 disk (465 GB) -
-new 2 disk (931 GB) -

|- new 3 disk (1306 GB) -
- new 4 disk (

“new 5 disk (3327 GB)
- new 6 disk (27932 GB)

Cancel

-new 7 disk (3258 GB)

- new 8 disk (3724 GB)

ck et ==

Step 3: Decide VD size. User can enter a number less or
Then click “Next”.

Volume creation wizard

Step 3
Decide VD size.

Enter a number less or equal to the default number.

Volume size (GB) :

1862

equal to the default number.

Step 4: Confirmation page. Click “Finish” if all setups are correct. Then a VD will be

created.

Step 5: Done. The system is available now.

Name

Size(GB)

Write Priarity Bag rate Type Clone

Schedule Status Health R %

RAID

Snapshot space(GB) #3napshot RG

o

QUICK71147

w8 HI 4 RAID NIA

N/A Online Optimal

RAID 0

o QUICK42321

NOTE: A virtual disk of RAID O is created and is named by system

itself.
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Chapter 5 Configuration

5.1 Web GUI Management Interface Hierarchy

The below table is the hierarchy of the management GUI.

System configuration

System setting
Network settin

g
Login setting

Mail setting
Notification
setting

iSCSI1 configuration

NIC

Entity property
Node

Session

CHAP account

Volume configuration

Physical disk
RAID group

Virtual disk

Snapshot

Logical unit
Hardware
monitor
UPS

SES
S.M.A.R.T.

N2 N 20 2 N 27

N2 B 2 7

System name / Date and time / System indication
MAC address / Address / DNS / Port

Login configuration / Admin password / User
password

Mail

SNMP / Messenger / System log server / Event log
filter

Show information for:(Controller 1/ Controller 2)
Aggregation / IP settings for iSCSI ports / Become
default gateway / Enable jumbo frame / Ping host
Entity name / iSNS IP

Show information for:(Controller 1/ Controller 2)
Authenticate / Change portal / Rename alias/ User
Show information for:(Controller 1/ Controller 2)
List connection / Delete

Create / Modify user information / Delete

Set Free disk / Set Global spare / Set Dedicated
spare / Upgrade / Disk Scrub / Turn on/off the
indication LED / More information

Create / Migrate / Activate / Deactivate / Parity
check / Delete / Set preferred owner /Set disk
property / More information

Create / Extend / Parity check / Delete / Set
property / Attach LUN / Detach LUN / List LUN /
Set clone / Clear clone / Start clone / Stop clone /
Schedule clone / Set snapshot space / Cleanup
snapshot / Take snapshot / Auto snapshot / List
snapshot / More information

Set snapshot space / Auto snapshot / Take
snapshot / Export / Rollback / Delete/ Cleanup
snapshot

Attach / Detach/ Session

Controller 1 / BPL / Controller 2 / Auto shutdown

UPS Type / Shutdown battery level / Shutdown
delay / Shutdown UPS

Enable / Disable

S.M.A.R.T. information (Only for SATA hard
drives)
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Maintenance

System
information
Event log
Upgrade
Firmware sync
hronization
Reset to factor
y default
Import and
export

Reboot and shu
tdown

Quick installation
Volume creation wizard

N2 20 28 7

System information

Download / Mute / Clear

Browse the firmware to upgrade

Synchronize the slave controller’s firmware version
with the master’s

Sure to reset to factory default?

Import/Export / Import file

Reboot / Shutdown

JetStor SAS 660iS / 660iSD

Step 1 / Step 2 / Step 3 / Step 4 / Confirm

Step 1 / Step 2 / Step 3 / Confirm
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5.2 System Configuration

“System configuration” is designed for setting up the ‘“System setting”,
“Network setting”, “Login setting”, “Mail setting”, and “Notification

setting”, ”Active Directory setting”, “User setting”.

Cgbenill | Metwork setting || Login setting || Mail setting || Notification setting || Active Directory setting | User setting

5.2.1 System Setting

“System setting” can be used to set system name and date. Default “System
name” is composed of model name and serial number of this system.

Quick installation

Step 1 : System setting

System name

System name :  model-name

Date and time

[Jchange date and time
2011011521 12:28:59

[GMT-05:00) Eastern Time(US & Canada)

2011 I il [ 2

1z  EE ' R

Check “Change date and time” to set up the current date, time, and time zone before
using or synchronize time from NTP (Network Time Protocol) server. Click “Confirm” in
System indication to turn on the system indication LED. Click again to turn off.
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5.2.2 Network Setting

“Network setting” is for changing IP address for remote administration usage. There
are 2 options, DHCP (Get IP address from DHCP server) and static IP. The default setting
is DHCP. User can change the HTTP, HTTPS, and SSH port number when the default port
number is not allowed on host/server.

System setting Login setting || Mail setting || Motification setting || Active Directory setting || User setting
Setup MAC, address, DNS and ports.
You can check 'DHCP' to acquire P address from DHCF server, ar check 'Static’to setup IP address.
MAC address
MAC address : 00:13:78:C4:00:60
Address
® DHCP
O BOOTP
@] Static
DMS
DG 127.0.0.1
Port
HTTP port : a0
HTTPS port : 443
SSH port : 22

User Manual



| JetStor SAS 660iS / 660iSD

5.2.3 Login Setting

“Login setting” can set single admin, auto logout time and Admin/User password.
The single admin can prevent multiple users access the same controller at the same

time.

1. Auto logout: The options are (1) Disable; (2) 5 minutes; (3) 30 minutes; (4)
1 hour. The system will log out automatically when user is inactive for a period

of time.
2. Login lock: Disable/Enable. When the login lock is enabled, the system allows

only one user to login or modify system settings.

hdail setting | Motification setting || Active Directory setting || User setting

System setting | Metwork setting

Setup Login configuration and password.

If Auto logout time is set, the systern will log out automatically when user is inactive for a period of time When
the login lock is enabled, the systemn allows only one user to login or modify system settings.

Login configuration

Auto logout : - Disahle - [w]
Login lock : - Disable - V
Password

[ change password

Check “Change admin password” or “Change user password” to change admin or
user password. The maximum length of password is 12 characters.

5.2.4 Mail Setting

“Mail setting” can accept at most 3 mail-to address entries for receiving the event
notification. Some mail servers would check “Mail-from address” and need
authentication for anti-spam. Please fill the necessary fields and click “Send test mail”’
to test whether email functions are available or working. User can also select which
levels of event logs are needed to be sent via Mail. Default setting only enables ERROR
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and WARNING event logs. Please also make sure the DNS server IP is well-setup so the
event notification mails can be sent successfully.

System setting | Metwork setting || Login setting [GEISEERIGEE | Motification setting || Active Directory setting | User setting

Enter at most 3 mail addresses for receiving the event notification. Some mail servers would check Mail-fram
address’ and need authentication for anti-spam.
After information is set, you can click 'Send test mail' to test whether email functions are available.

Mail

Mail-from address :
Mail-to address 1:
Send events1 : ChnrolwarninGIERROR
Mail-to address 2 :
Send events2 ChnrolwarnINGIERROR
Mail-to address 3 :
Send events3 ChnrolwarninGMIERROR

] SMTP relay -

MNane

Send test mail

5.2.5 Notification Setting

“Notification setting” can be used to set up SNMP trap for alerting via SNMP, pop-up
message via Windows messenger (not MSN), alert via syslog protocol, and event log
filter.
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Systern setting | Metwork setting || Login setting | Mail setting |BREGl== il B0l l Active Directory setting || User setting

SNMP -

SMNMP trap address 1 :
SMNMP trap address 2 :

SMNMP trap address 3 :

Community : public
MIB file download :
Send events : MINFOl I aRNINGFIERROR

Messenger -

Messenger IPfComputer name 1 :
Messenger IPfComputer name 2 :
Messenger IPfComputer name 3 :

Send events : CnFolwarNINGFIERROR

System log server -

Server IPfhostname :

UDP Port : 514
Facility : User [s]
Event level : ChnrFoMlwarninGIERROR

Event log filter «

Pop up events : ChrroCwearniNGCIERROR

Show on LCM : ChnFolwarNINGFIERROR
Buzzer -

Always disable bhuzzer : F

“SNMP” allows up to 3 SNMP trap addresses. Default community name is set as
“public”. User can choose the event log levels and default setting only enables INFO
event log in SNMP. There are many SNMP tools. The following web sites are for your
reference:

SNMPc: http://www.snmpc.com/
Net-SNMP: http://net-snmp.sourceforge.net/

Using “Messenger”, user must enable the service “Messenger” in Windows (Start >
Control Panel > Administrative Tools - Services - Messenger), and then event logs
can be received. It allows up to 3 messenger addresses. User can choose the event log
levels and default setting enables the WARNING and ERROR event logs.

Using “System log server”, user can choose the facility and the event log level. The
default port of syslog is 514. The default setting enables event level: INFO, WARNING
and ERROR event logs.
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Configuration
The following configuration is a sample for target and log server setting:

roONE

No o

arONE

Target side
Go to \System configuration\Notification setting\System log server.

Fill the fields

Server IP/hostname: enter the IP address or hostname of system log server.
UDP Port: enter the UDP port number on which system log server is listening to.
The default port number is 514.

Facility: select the facility for event log.

Event level: Select the event log options.

Click “Confirm” button.

Server side (Linux — RHEL4)
The following steps are used to log RAID subsystem messages to a disk file. In
the following, all messages are setup with facility “Locall” and event level
“WARNING” or higher are logged to /var/log/raid.log.
Flush firewall
Add the following line to /etc/syslog.conf
Locall.warn /var/log/raid.log
Send a HUP signal to syslogd process, this lets syslogd perform a re-initialization.
All open files are closed, the configuration file (default is /etc/syslog.conf) will be
reread and the syslog(3) facility is started again.
Activate the system log daemon and restart
Note: sysklogd has a parameter "-r" , which will enable sysklogd to receive
message from the network using the internet domain socket with the syslog
service, this option is introduced in version 1.3 of sysklogd package.
Check the syslog port number,

e.g., 10514
Change controller’s system log server port number as above
Then, syslogd will direct the selected event log messages to /var/log/raid.log
when syslogd receives the messages from RAID subsystem.
For more detail features, please check the syslogd and syslog.conf manpage
(e.g.,man syslogd).

Server side (Windows 2003)

Windows doesn’t provide system log server, user needs to find or purchase a
client from third party, below URL provide evaluation version, you may use it for
test first. http://www.winsyslog.com/en/

Install winsyslog.exe

Open "Interactives Syslog Server"

Check the syslog port number, e.g., 10514

Change controller’'s system log server port number as above

Start logging on "Interactives Syslog Server"

There are some syslog server tools. The following web sites are for your reference:
WinSyslog: http://www.winsyslog.com/

Kiwi Syslog Daemon: http://www.kiwisyslog.com/
Most UNIX systems have built-in syslog daemon.

“Event log filter” setting can enable event level on “Pop up events” and “LCM”.
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5.2.6 Active Directory Setting

RBAC (Role-Based Access Control) is an approach to restricting system access to
authorized users. The storage systems add this feature. The account administrator can
create a new account with assigning a role to grant the access right.

This feature is also integrated with Microsoft Active Directory service. It allows users to
log on tO the storage systems with an account which is created in Microsoft Active
Directory. It helps administrators to centralize the access control of the storage systems
without maintaining separate account lists.

To fulfill the feature, there are two tabs added. The Active Directory setting tab and
the User setting tab. The Active Directory setting tab is used to setup AD domain
and server IP. This table shows the role names, the roles which are mapped to the AD
group name and their permissions.

Role Name AD Group Name Permissions
admin Administrators . Full permissions.
. Browse the configurations only.
user Users . .
. No permission to change anything.
. Have permission to change
Network setting, Mail setting,
Notification setting in System
Network configurations.
net Configuration . Have permission to change NIC in
Operators iSCSI1 configurations. (only for
iISCSI models.)
. No permission to change Volume
configurations settings.
. Have permission to operate in
data Server Operators Volume.co.nfigurations.
. No permission to change System
configurations settings.
. Have permission to create, modify
and delete the accounts, and their
account Account Operators permissions.
. No permission to change admin
group.

Active Directory

AD domain :

AD server :

The options are available on this tab:
. AD domain: Fill in Active Directory domain name.

. AD server: Fill in Active Directory server IP address.

When it is done, click Confirm button.
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After the above settings are entered, the login authentication supports Windows Active
Directory service. First, you should create an account with an AD group in Windows. And
then try to use the account to login the storage system. The syntax of the user name in
Active Directory is:

. UPN (User Principal Name) (e.g: Administrator@example.com

Welcome to model-name

User name Administrator@example.com

Password

English (i8]

The permission of the account depends on what AD group belongs in Windows.
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5.2.7 User Setting

The User setting tab is used to manage the local accounts. The username which
belongs to the role admin or account has the permission to create a new account,
modify the password or delete the account. This table shows the role names, system
default users and their permissions.

Role Name Default User Permissions
admin admin . Full permissions.

. Browse the configurations only.

. No permission to change anything.

. Have permission to change
Network setting, Mail setting,
Notification setting in System
configurations.

net N/A . Have permission to change NIC in
iSCSI1 configurations. (only for
iSCSI models.)

. No permission to change Volume
configurations settings.

. Have permission to operate in
Volume configurations.

. No permission to change System
configurations settings.

. Have permission to create, modify
and delete the accounts, and their

account N/A permissions.

. No permission to change admin

group.

user user

data N/A

There are two default users in the system: admin and user. The username admin
belongs to the role admin which has full permissions and cannot delete. The other
username user belongs to the role user which has read-only permissions.

Mame Role Type
opP. admin admin Local
opP. user user Local
Create

-~ s TIP: The username “admin” cannot be changed the role type
% and it cannot be deleted.

The options are available on this tab:
. Create: Add a new account. When clicking Create button, it pop-up

a dialog as the following. Choose a role, enter a name and password.

And then click OK.
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Add user
Type : Local
Role : Iadmin =]
Name : ' '
Password :

account

OP. -=> Change password: Change the user’s password.
. OP. -= Change user role: Change the user’s role.

. OP. -=> Delete: Delete the user.

Users can log on the storage system with the new accounts and operate the functions
which are according to the permission of the role.
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5.3 iSCSI Configuration

“iSCSI configuration” is designed for setting up the “Entity Property”, “NIC”,
“Node”, “Session”, and “CHAP account”.

QU Entity property | MNode | Session | CHAP account

5.3.1 NIC

The NIC tab is used to change IP addresses of iSCSI data ports.

Each port must be assigned its own IP address. They need to be configured in multi-
homed mode, or a present link aggregation / trunking mode. When multiple iSCSI data
ports are set up in link aggregation or trunking mode, all the data ports share a single IP
address.

Show information for: | Controller 1 =

MName LAG LAGMNo VLANID DHCP  IP address MNetmask Gateway Jumbo frame ~ MAC address Link
il LANT  No A MIA Mo 192.168.1.1 2552552850  192.168.1.254  Disabled 00:13:78:b7-01:b8 =~ Down
EI LANZ  No A N/A No 192.168.2.1 = 255.255.2556.0 @ 192.168.2.254 Disabled 00:13:78:b7:01:b9  Down
il LAN3  No A N/A Mo 192.168.31 2552552550 1921683254 Disabled 00:13:78:b7-01:ba  Down
OP. A 0 A A 0 92 168 5255 255 0 92_168.4 254 Disabled 00 8:b7:01:bb | Do

Link aggregation
SetVLAM ID

IP seftings foriSCSI ports
Become default gateway
Enable jumbo frame

Enable QReplica

This figure shows four iSCSI data ports on each controller. The four 1GbE data ports are
set up with a static IP address. For the other controllers, that can be set up the same
way.

The options are available on this tab:

. OP. -> Link aggregation: The default mode of each ISCSI data
port is that it is individually connected without any link aggregation
and trunking. Trunking and LACP (Link Aggregation Control Protocol)
settings can be set or changed by selecting the Link aggregation
option. Select Aggregation method and its options. At least two

iSCSI NICs must be selected for iSCSI bonding to work.
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Aggregation

Select MNICs to have multiple cable/ports to be aggregated together to form a single pseudo cable/port.

Aggregation :

Address :
Mask :
Gateway :

NIC:

¥ Trunking © LACP

192.168.1.254

Miani Mianz [ianz T oang

B Trunking: Configures multiple iSCSI data ports in parallel to
increase the link speed beyond the limits of any single port.

B LACP: It is part of IEEE specification 802.3ad that allows
several physical ports to be bundled together to form a single
logical channel. This increases the bandwidth and provides
automatically failover when link status fails on a port.

OP. -=> Set VLAN ID: VLAN is a logical grouping mechanism

implemented on switch device. VLANs are collections of switching

ports that comprise a single broadcast domain. It allows network
traffic to flow more efficiently within these logical subgroups. Please
consult your network switch user manual for VLAN setting
instructions. Most of the work is done at the switch part. All you
need to do is to make sure that your iSCSI port's VLAN ID matches
that of switch port. If your network environment supports VLAN, you

can click Set VLAN ID to change the configurations. Fill in VLAN ID

and Priority settings to enable VLAN.

Set VLAN ID - LAN2

VLAN ID : VLAM ID range (2~4094)

Priority = 0 Priority range (0 ~ 7)

B VLAN ID: VLAN ID is a 12-bit number. Its range is from 2 to
4094, while 0, 1, and 4095 are reserved for special purposes.

B Priority: The PCP (Priority Code Point)) is a 3-bit number and
reserved for QoS. The definition complies with IEEE 802.1p
protocol, ranging from O to 7, with O as the default value. In
normal cases, you don't need to set this value. Using the

default will do just fine.
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> “, TIP: If iSCSI ports are assigned with VLAN ID before creating
% aggregation takes place, aggregation will remove VLAN ID. You
need to repeat the steps to set VLAN ID for the aggregation

group.

OP. -> IP settings for iSCSI ports: To change an iSCSI IP
address, click IP settings for iSCSI ports. There are two options:
DHCP or Static. You can select DHCP to acquire and IP address

automatically or Static to set the IP address manually.

iSCSIIP address

You can check 'DHCF to acquire IP address from DHCP server, or
check 'Static” to setup IP address.

o DHCP

o) Static
Address : 192.168.1.1
Mask : 255.255.255.0
Gateway : 192.168.1.254

OP. -> Become default gateway: The default gateway can be

changed by checking Become default gateway. There can be only
one default gateway. To remove the default gateway, click OP. of
the LAN that is currently the gateway, and select Remove default
gateway.

OP. -=> Enable jumbo frame: The MTU (Maximum Transmission
Unit)) size can be enabled by checking Enable jumbo frame.
Maximum jumbo frame size is 3900 bytes. To disable jumbo frame,
click OP. of the LAN that uses jumbo frame, and select Disable

jumbo frame.

and HBA on host must be enabled. Otherwise, the LAN

Q CAUTION: VLAN ID, jumbo frames for both the switching hub

connection cannot work properly.

OP. -> Ping host: To verify that the port connection from a target
to the corresponding host data port is good, click Ping host. Enter
the IP address and click Start button. The system sends out six

pings. Or click Stop button to stop the test.
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Please input the host IP:

192.168.1.2 Sl Stop_|
Reply from 192.168.1.2: time<lms ;I
Reply from 192.168.1.2: time<lims
Reply from 192.168.1.2: time<lms
Reply from 192.168.1.2: time<lims
Reply from 192.168.1.2: time<lms
Reply from 192.168.1.2: time<lims
[

[

OP. -=> Enable QReplica (visible at the last iSCSI port): Click it
iSCSI

to use the

port to enable the QReplica function. The

replication data is transferred on this port. Click Disable QReplica

to change the port back to the normal iSCSI port.
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5.3.2 Entity Property

“Entity property” can view the entity name of the system, and setup “iSNS IP” for
iSNS (Internet Storage Name Service). iISNS protocol allows automated discovery,
management and configuration of iISCSI devices on a TCP/IP network. Using iSNS, it
needs to install an iISNS server in SAN. Add an iSNS server IP address into iSNS server
lists in order that iSCSI initiator service can send queries. The entity name can be
changed.

Setup the entity name and iSNS IP.

iSM3S protocol allows automated discovery, management and configuration of iISCSI devices on a TCP/IP network. Add an iSNS server IP address into iSNS server lists in
order that iSCSI initiator service can send gueries.

Entity name : ign.2001-04.com.example:model-name

iSNS IP : |
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5.3.3 Node

“Node” can be used to view the target name for iSCSI initiator. There are 32 default
nodes created for each controller.

Show information for: Controller 1|v]

1 2 3 next> last=>

1n] Auth Mame Puortal Alias

0 Maone ign.2001-04 corn. exarnple:model-name: devd. ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.1658.4.1:3260
1 Mone ign.2001-04. com. example:model-name: devl .ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.168.4.1:3260
2 Mone ign.2001-04 . com. example:model-name: devz.ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.165.4.1:3260
3 Mone ign.2001-04. com. example:model-name: dev3.ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.165.4.1:3260
4 Mone ign.2001-04 . com. exarmple:model-name: devd. cirl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.168.4.1:3260
Mone ign.2001-04. corn. exarnple:model-name: devd. ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260 192.168.4.1:3260
5] Mone ign.2001-04. corn. exarnple:model-name: devi. cirl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.168.4.1:3260
7 Mone ign.2001-04 corn. exarnple:model-name: dev? . ctrl 101 61.74:3260, 10,1 .62 74:3260, 192 168 .3 1:3260 192 168 4. 1:3260
8 Mone ign.2001-04 corn. exarmple:model-name: devl. ctrl 10.1.61.74:3260, 1001.62.74:3260, 192.168.3.1:3260, 192.1658.4.1:3260
9 Mone ign.2001-04. com. example:model-name: devd.ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.168.4.1:3260

10 Mone ign.2001-04 . com. example:model-name: dev10.ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.165.4.1:3260

&3]

1 Mone ign.2001-04. com.example:model-name:devl 1 ctrl  10.1.61.74:3260, 10.1.62.74:3260, 192.165.3.1:3260, 192.1658.4.1:3260

1 2|3 next=z last==

CHAP:

CHAP is the abbreviation of Challenge Handshake Authorization Protocol. CHAP is a
strong authentication method used in point-to-point for user login. It's a type of
authentication in which the authentication server sends the client a key to be used for
encrypting the username and password. CHAP enables the username and password to
transmitting in an encrypted form for protection.

To use CHAP authentication, please follow these steps:

1. Select one of 32 default nodes from one controller.
Check the gray button of “OP.” column, click “Authenticate™.
3. Select “CHAP™.

N

Authenticate

Choose authentication method.

CHAP is a strong authentication method used in point-to-point for user login.

Authentication : |None x|

QK Cancel
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4. Click “OK”.

D Auth Marme Paortal Alias

0 CHAP  ign.2001-04. com. example:model-narme: desd. ctrl 10.1.61.74:3260, 10.1.62 74:3260, 192.168.3.1:3260, 192.168.4.1:3260

- ign.2001-04.com. example: model-name:deyl . ctrl 10.1.61.7. 0, 10.1.62 1260 0, 192 168.4.1:3260 -

2 Mone ign.2001-04. corn. exarnple: model-name: dev2. ctr 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192.168.4.1:3260

B EEE

3 Mone ign.2001-04. corn. exarnple: model-name: dev3. ctr 10.1.61.74:3260, 10.1.62.74:3260, 192 168.3.1:3260, 192.168.4.1:3260

5. Go to “/ iSCSI configuration /7 CHAP account” page to create CHAP account.
Please refer to next section for more detail.

6. Check the gray button of “OP.” column, click “User”.

7. Select CHAP user(s) which will be used. It's a multi option; it can be one or more. If
choosing none, CHAP cannot work.

User

Select CHAP user(s).

select CHAP user(s) which will be used for this node. it can be ane ar mare. If chaosing
none, CHAP will not work.

Node : iqn.2001-04.com.example:model-name:devD.ctrl

Lser

chap1

| 8] || Cancel |

8. Click “OK™.
9. In “Authenticate” of “OP” page, select “None” to disable CHAP.
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Change portal:
Users can change the portals belonging to the device node of each controller.

Check the gray button of “OP.” column next to one device node.
Select “Change portal™.

Choose the portals for the controller.

Click “OK” to confirm.

PO NPE

Change portal
Assign or change LAN portal
Select LAN portal for the selected iISCSI node.

Change portal : 192.168.1.1:3260  LAN 1 2, DHCP- No. Jumbo frame: Disabled

192.168.3.1:3260 { LAN 3 4, DHCP: No. Jumbao frame: Disabled )

Rename alias:

User can create an alias to one device node.

1. Check the gray button of “OP.” column next to one device node.
2. Select “Rename alias”.
3. Create an alias for that device node.
4. Click “OK” to confirm.
5. An alias appears at the end of that device node.
Rename
Add or change iSCSI alias.
The ISCSI alias is used as an additional descriptive name for an initiator and target.
Alias : dev0.ctrl
[} Auth MName Partal Alias
u] CHAP | ign.2001-04. comn. example:model-narme: devd. ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192 168.4.1.3260 = dewD.ctrl
1 MNane ign.2001-04.com. example:model-name:devl.ctr 10.1.61.74:3260, 10.1.62.74:3260, 192.1658.3.1:3260, 1592.1658.4.1:3260
2 Mone ign.2001-04. com. example: model-name:dev2. ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.168.3.1:3260, 192 168.4.1: 3260
3 MNane ign.2001-04. com. example:model-name: dev3. ctrl 10.1.61.74:3260, 10.1.62.74:3260, 192.1658.3.1:3260, 192.165.4.1:3260
oh ) . el .
\ NOTE: After setting CHAP, the initiator in host/server should be

set the same CHAP account. Otherwise, user cannot login.

User Manual



| JetStor SAS 660iS / 660iSD

5.3.4 Session

“Session” can display iSCSI session and connection information, including the
following items:

TSIH (target session identifying handle)

Host (Initiator Name)

Controller (Target Name)

InitialR2T(Initial Ready to Transfer)

Immed. data(lImmediate data)

MaxDataOutR2T(Maximum Data Outstanding Ready to Transfer)
MaxDataBurstLen(Maximum Data Burst Length)
DataSeginOrder(Data Sequence in Order)

DataPDUInOrder(Data PDU in Order)

10. Detail of Authentication status and Source IP: port number.

©®NOORAEONR

Move the mouse pointer to the gray button of session number, click “List
connection”. It will list all connection(s) of the session.

Display iSCSI session and connection information, including other items.

Show information for: Controller 1

Connection |

Ma. Initiator [P Initiator name MaxRecvDataSeglen MaxTransDataSeglen Authentication

1 10.1.61.132 | ign.1991-05.com microsoft:test-qz0gmBdtbo 16384 B5536 CHAP
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5.3.5 CHAP Account

“CHAP account” is used to manage CHAP accounts for authentication. This iSCSI
RAID subsystem allows creation of many CHAP accounts.

To setup CHAP account, please follow these steps:

1. Click “Create”.

2. Enter “User”, “Secret”, and “Confirm” secret again. “Node” can be selected
here or later. If selecting none, it can be enabled later in “/ iISCSI configuration /
Node / User™.

Create

Create a CHAP user

To create a CHAP user account, enter ‘User’, "Secret’, and ‘Confirm’ secret. One or multiple
nodes can be selected here or later.If selecting none, it can be enabled in ¥/ ISCSI
configuration / MNode / User’.

User : chap1 (max: 223)
Secret : sssssssssses (min: 12, max: 16)
Confirm : sssssssssses (min: 12, max: 16)
Node : ol ~

=

2

3 =

4

5

5]

7

g

9 &

3. Click “OK”.

NIC || Entity property | Node || Session |[ReRrR-TEL

Challenge Handshake Authorization Protocol( CHAP).
A type of authentication in which the authentication server sends the client a key to be used for encrypting the
username and password. CHAP enables the usermname and password to be transmitted in an encrypted form for

protection.
User ID
B3 | chapt |0
Modify user infarmation
Delete

Create

4. Click “Delete” to delete CHAP account.
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5.4 Volume Configuration

“Volume configuration” is designed for setting up the volume configuration which
includes “Physical disk”, “RAID group”, “Virtual disk”, “Snapshot”, and
“Logical unit”.

| RAID group || Virtual disk || Snapshot || Logical unit

5.4.1 Physical Disk

“Physical disk” can be used to view the status of hard drives in the system. The
following are operational tips:

1. Check the gray button next to the number of slot, it will show the functions which
can be executed.

2. Active function can be selected, and inactive functions show up in gray color and
cannot be selected.

For example, set PD slot number 4 to dedicated spare disk.

Step 1: Check to the gray button of PD 4, select “Set Dedicated spare”, it will link to
next page.

Show PD for: |- Local - 'I Show size unit as: | (GE)

Slot Size(GB) RG Status Health Usage Vendor Serial Type Write cache Standby Readahead Command queuing
EI 1 465 RG-R5 = Online Good RAID disk  SEAGATE = 3QMO00X1W00009843LV6Z SAS Enabled Disabled Enabled Enabled
EI 2 465 RG-R5 = Online Good RAID disk SEAGATE = 9QMBKDSX000099445E69 SAS Enabled Disabled Enabled Enabled
RG-R5 = Online Good RAID disk  SEAGATE = 3QMBKVER00009342TKPJ SAS Enabled Disabled Enabled Enabled
nm-----

Online Good Free disk =~ SEAGATE = 9QMBKEB1000099445DVIM  SAS Enabled Disabled Enabled Enabled

Set Global spare
Set Dedicated spare Qnline Good Free disk ~ SEAGATE = 9QM4AFLDO00009B45WFCY  SAS Enabled Disabled Enabled Enabled
Sr;gk”:;un Online Good Free disk = SEAGATE = 9QMBWLLI00009003YYHD  SAS Enabled Disabled Enabled Enabled

Turn on the indication LED
More infarmation

Online Good Free disk ~ SEAGATE = 9QMBKDVPO000093445B7N  SAS Enabled Disabled Enabled Enabled

Step 2: Maybe there are some existing RGs which can be assigned dedicate spare
disk. Select which RG will be assigned, then click “Submit”.

Set Dedicated spare

Mo. MName Total Free #PD #VD Status Health RAID

Online

| Submit || Cancel |

Step 3: Done. View “Physical disk™ page.




Physical Disk:
Show PD for: |- Loczl - | Show size unit as: | (GE) =
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Slot Size(GB) RG Status Health Usage Vendor Serial Type Write cache Standby Readahead Command queuing
EI 1 465 RG-R5 | Online Good RAID disk SEAGATE =~ 3QMO00X1W00009843LV6Z SAS Enabled Disabled Enabled Enabled
EI 2 465 RGR5 = Online Good RAID disk SEAGATE ~ 9QMBKDSX000099445E69  SAS Enabled Disabled Enabled Enabled
EI 3 465 RG-R5 | Online Good RAID disk SEAGATE = 9QMBKVGRO0009942TKPJ = SAS Enabled Disabled Enabled Enabled
EI 4 465 RG-R5 | Online Good Dedicated spare = SEAGATE = 9QMBKE2\W000093445C09 | SAS Enabled Disabled Enabled Enabled
EI 5 465 Online Good Free disk SEAGATE = 9QMBKES1000099445DVIM | SAS Enabled Disabled Enabled Enabled
EI 6 465 Online Good Free disk SEAGATE = 9QM4AFLDO0009B45WFCS = SAS Enabled Disabled Enabled Enabled
EI 7 465 Online Good Free disk SEAGATE = 9QMBWLLI00009003YYHD = SAS Enabled Disabled Enabled Enabled
EI 8 465 Online Good Free disk SEAGATE = 9QMBKDVP000093445B7N ~ SAS Enabled Disabled Enabled Enabled

Physical disks in slot 1, 2, 3 are created for a RG named “RG-R5”. Slot 4 is set as
dedicated spare disk of the RG named “RG-R5”. The others are free disks.)

Step 4: The unit of size can be changed from (GB) to (MB). It will display the capacity of
hard drive in MB.

Show PD for:l— Local - 'I Show size unit as: | (ME]

Status

Slot Size(MB) RG Usage
El 1 476684 RG-RS | Online Good RAID disk
El 2 476684 RG-R5 | Online Good RAID disk
El 3 476684 RG-RS | Online Good RAID disk
O_l 4 476684 RG-R5 | Online Good Dedicated spare
El 5 476684 Online Good Free disk
El & 476684 Online Good Free disk
El 7 476684 Online Good Free disk
El 8 476684 Online Good Free disk

PD column description:

Slot The position of hard drives. The button next to the
number of slot shows the functions which can be
executed.

Size (GB) Capacity of hard drive.

RG Name Related RAID group name.

Status The status of hard drive:

. “Online” > the hard drive is online.

. “Rebuilding” = the hard drive is being rebuilt.

. “Transition” - the hard drive is being migrated or
is replaced by another disk when rebuilding occurs.

. “Scrubbing” - the hard drive is being scrubbed.

Health The health of hard drive.
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“Good” - the hard drive is good.
“Failed” - the hard drive is failed.
“Error Alert” > S.M.A.R.T. error alert.

“Read Errors” - the hard drive has unrecoverable read

errors.
Usage The usage of hard drive:
. “RAID disk” > This hard drive has been set to
a RAID group.
“Free disk” = This hard drive is free for use.
. “Dedicated spare” - This hard drive has been set
as dedicated spare of a RG.
“Global spare” - This hard drive has been set as
global spare of all RGs.
Vendor Hard drive vendor.
Serial Hard drive serial number.
Type Hard drive type.

“SATA” > SATA disk.
“SATA2” > SATA Il disk.
“SAS” > SAS disk.

Write cache

Hard drive write cache is enabled or disabled.

Standby HDD auto spindown function to save power. The default
value is disabled.

Readahead Readahead function of HDD. Default value is enabled

Command Command Queue function of HDD. Default value is

Queuing enabled.

PD operations description:

Set Free disk

Make the selected hard drive to be free for use.

Set Global spare

Set the selected hard drive to global spare of all RGs.

Set Dedicated
spares

Set hard drive to dedicated spare of selected RGs.

Disk Scrub

Scrub the hard drive.

Turn on/off the
indication LED

Turn on the indication LED of the hard drive. Click again
to turn off.

More information

Show hard drive detail information.
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5.4.2 RAID Group

“RAID group” can view the status of each RAID group, create, and modify RAID groups. The
following is an example to create a RG.

Step 1: Click “Create”, enter “Name”, choose “RAID level”, click “Select PD” to
select PD, assign the RG’s “Preferred owner”. Then click “OK”. The “Write Cache”
option is to enable or disable the hard drives’ write cache option. The “Standby” option
is to enable or disable the hard drives’ auto spindown function, when this option is
enabled and hard drives have no access after certain period of time, the hard drives
automatically spin down. The “Readahead” option is to enable or disable the read
ahead function. The “Command queuing” option is to enable or disable the hard
drives’ command queue function.

Create RAID group

Name : RG-RO

RAID level : [RaD0 =] @

RAID PD slot : 17234
Preferred owner : m

Write Cache : Im

Standby : m

Readahead : m

Jiil
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Step 2: Confirm page. Click “OK” if all setups are correct.

Show size unit as: I (G8) =

MName Total(GB) Free(GB) #PD #/D Status Health RAID Current owner Preferred owner

OP.| RG-R0 1862 1862 4 0 Online Good RAID 0 | Controller 1 Controller 1

Migrate
Move

Deactivate

Parity check

Delete

Set preferred owner
Set disk property
More information

There is a RAID O with 4 physical disks, named “RG-R0”. The second RAID group is a
RAID 5 with 3 physical disks, named “RG-R5”

Step 3: Done. View “RAID group” page.

RG column description:

The button includes the functions which can be
executed.

Name RAID group name.

Total(GB)(MB) Total capacity of this RAID group. The unit can be
displayed in GB or MB.

Free(GB) (MB) Free capacity of this RAID group. The unit can be
displayed in GB or MB.

#PD The number of physical disks in RAID group.
#VD The number of virtual disks in RAID group.
Status The status of RAID group.

“Online” - the RAID group is online.

“Offline” > the RAID group is offline.

“Rebuild” - the RAID group is being rebuilt.
“Migrate” - the RAID group is being migrated.
“Scrubbing” - the RAID group is being scrubbed.

Health The health of RAID group.
“Good” - the RAID group is good.
“Failed” - the hard drive is failed.

“Degraded” > the RAID group is not completed. The
reason could be lack of one disk or disk failure.
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RAID The RAID level of the RAID group.

Current owner The owner of the RAID group. Please refer to next
chapter for details.

Preferred owner | The preferred owner of the RAID group. The default
owner is controller 1.

RG operations description:

Create Create a RAID group.

Migrate Change the RAID level of a RAID group. Please refer to
next chapter for details.

Move Move the member disks of RAID group to totally
different physical disks.

Activate Activate a RAID group; it can be executed when RG
status is offline. This is for online roaming purpose.

Deactivate Deactivate a RAID group; it can be executed when RG
status is online. This is for online roaming purpose.

Parity Check Regenerate parity for the RAID group. It supports RAID
3/5/6/30/50/60.

Delete Delete a RAID group.

Set preferred

Set the RG ownership to the other controller.
owner

Set disk property | Change the disk property of write cache and standby
options.

Write cache:

. “Enabled” - Enable disk write cache. (Default)
. “Disabled” - Disable disk write cache.
Standby:

“Disabled” - Disable auto spindown. (Default)

. “30sec /1 min / 5 min / 30 min” - Enable
hard drive auto spindown to save power when no
access after certain period of time.

Read ahead:
. “Enabled” - Enable disk read ahead. (Default)

. “Disabled” - Disable disk read ahead.
Command queuing:

. “Enabled” > Enable disk command queue.
(Default)
. “Disabled” - Disable disk command queue.

More information | Show RAID group detail information.
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5.4.3 Virtual Disk

“Virtual disk” can view the status of each Virtual disk, create, and modify virtual disks.
The following is an example to create a VD.

Step 1: Click “Create”, enter “Name”, select RAID group from “RG name”, enter
required “Capacity (GB)/(MB)”’, change “Stripe height (KB)”, change “Block size
(B)”, change “Read/Write” mode, set virtual disk “Priority”, select “Bg rate”
(Background task priority), and change “Readahead” option if necessary. “Erase”
option will wipe out old data in VD to prevent that OS recognizes the old partition. There
are three options in “Erase”: None (default), erase first 1GB or full disk. Last, select
“Type” mode for normal or clone usage. Then click “OK”.

Create

Name : VD-01

RG name : Im,

Capacity : a0 GB =

Stripe height (KB) : 54 r

Block size (B) : m

Read/Write : " Write-through cache # Write-back cache 2
Priority : ' High priority © Middle priority  Low priority

Bg rate : IE i)
Readahead : [Enabled =] @
AvV-media mode : Im
Erase : m

Type :
|

Step 2: Confirm page. Click “OK” if all setups are correct.

Show size unit as: [(GE) =]

Name Size(GB) Write Priority Bg rate Type Clone Schedule Status Health R % RAID #LUN Snapshot space(GB) #Snapshot RG

OP. VD-01 30 WB HI 4 RAID N/A NIA Online Optimal RAIDOD 0 0/0 0 RG-RO

Initiating

Extend

—| Delete

|: Set property E

Attach LUN

Setclone
Setsnapshot space

More information

Create a VD named “VD-01", from “RG-R0”. The second VD is named “VD-02", it’s
initializing.
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Step 3: Done. View “Virtual disk” page.

VD column description:

The button includes the functions which can be executed.

Name Virtual disk name.

Size (GB) Total capacity of the virtual disk. The unit can be displayed
(MB) in GB or MB.

Right The right of virtual disk:

“WT” = Write Through.
“WB” - Write Back.
“RO” > Read Only.

Priority The priority of virtual disk:
“HI1” = HIlgh priority.
“MD” > MiDdle priority.
“LO” > LOw priority.

Bg rate Background task priority:

“4/ 3/ 271/ 0” > Default value is 4. The higher
number the background priority of a VD is, the more
background 1/0 will be scheduled to execute.

Status The status of virtual disk:

. “Online” - The virtual disk is online.
“Offline” - The virtual disk is offline.
“Initiating” - The virtual disk is being initialized.
“Rebuild” > The virtual disk is being rebuilt.
“Migrate” - The virtual disk is being migrated.
“Rollback” - The virtual disk is being rolled back.
“Scrubbing” - The virtual disk is being scrubbed.

“Parity checking” - The virtual disk is being parity
check.

Type The type of virtual disk:
“RAID” - the virtual disk is normal.
“BACKUP” - the virtual disk is for clone usage.

Clone The target name of virtual disk.

Schedule The clone schedule of virtual disk:
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Health The health of virtual disk:
“Optimal” -> the virtual disk is working well and
there is no failed disk in the RG.
. “Degraded” > At least one disk from the RG of the
Virtual disk is failed or plugged out.
“Failed” > the RAID group disk of the VD has single
or multiple failed disks than its RAID level can recover
from data loss.
“Partially optimal” > the virtual disk has
experienced recoverable read errors.
R % Ratio (%) of initializing or rebuilding.
RAID RAID level.
#LUN Number of LUN(S) that virtual disk is attached to.
Snapshot The virtual disk size that is used for snapshot. The number
(GB) (MB) means “Used snapshot space” / “Total snapshot
space”. The unit can be displayed in GB or MB.
#Snapshot Number of snapshot(s) that have been taken.
RG name The RG name of the virtual disk

VD operations description:

Create

Create a virtual disk.

Extend

Extend a Virtual disk capacity.

Parity check

Execute parity check for the virtual disk. It supports
RAID 3/5/6/30/50/ 60.

Regenerate parity:
“Yes” - Regenerate RAID parity and write.

. “No” - Execute parity check only and find
mismatches. It will stop checking when mismatches
countto1/10/20/ ../ 100.

Delete

Delete a Virtual disk.

Set property

Change the VD name, right, priority, bg rate and read
ahead.

Right:
“WT” = Write Through.
“WB” > Write Back. (Default)
“RO” > Read Only.

Priority:
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. “HI1” = HIlgh priority. (Default)
. “MD” > MiDdle priority.

“LO” - LOw priority.
Bg rate:

. “4 /3 /7 2/ 1/ 0” > Default value is 4. The
higher number the background priority of a VD is,
the more background 1/0 will be scheduled to
execute.

Read ahead:

. “Enabled” - Enable disk read ahead. (Default)
“Disabled” - Disable disk read ahead.

AV-media mode:

“Enabled” - Enable AV-media mode for optimizing
video editing.

“Disabled” - Disable AV-media mode. (Default)
Type:
“RAID” - the virtual disk is normal. (Default)

“Backup” - the virtual disk is for clone usage.

Attach LUN Attach to a LUN.

Detach LUN Detach to a LUN.

List LUN List attached LUN(S).

Set Clone Set the target virtual disk for clone.
Clear Clone Clear clone function.

Start Clone Start clone function.

Stop Clone Stop clone function.

Schedule Clone Set clone function by schedule.

Set snapshot Set snapshot space for executing snapshot. Please refer
space to next chapter for more detail.

Cleanup Clean all snapshot VD related to the Virtual disk and
snapshot release snapshot space.

Take snapshot Take a snapshot on the Virtual disk.

Auto snapshot Set auto snapshot on the Virtual disk.
List snapshot List all snapshot VD related to the Virtual disk.
More Show Virtual disk detail information.

information
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5.4.4 Snapshot

“Snapshot” can view the status of snapshot, create and modify snapshots. Please
refer to next chapter for more detail about snapshot concept. The following is an
example to take a snapshot.

Step 1: Create snapshot space. In “/ Volume configuration / Virtual disk”, move
the mouse pointer to the gray button next to the VD number; click “Set snapshot
space”.

Step 2: Set snapshot space. Then click “OK”. The snapshot space is created.

Set snapshot space
VD : I VD-01 "’I
o -p =| Maximum : 1832GB
Size : 15 =5 .
Minimum : 2GB
Free : 1832GB
OK Cancel
Show size unit as: [(G8) =]
MName Size(GB) Write Priority Bg rate Type Clone Schedule Status Health R % RAID #LUN Snapshot space(GB) #Snapshot RG

OP. VD-01 30 wB HI 4 RAID /A /A Online Optimal RADO 0 115 0 RG-RO
OP.| VD02 20 WB HI 4 RAID  NA N/A Online Optimal RADS 0 0/0 0 RGR5

“VD-01" snapshot space has been created, snapshot space is 15GB, and used 1GB for
saving snapshot index.

Step 3: Take a snapshot. In “/ Volume configuration /7 Snapshot™, click “Take
snapshot”. It will link to next page. Enter a snapshot name.

Linked snapshot for VD: I WVD-RO - vl Show size unit as: I(GB] -

Mo. Mame Used(GB) Status Health Exposure Right #LUN Created time

Fri Aug 20 18:02:44 2010

Expuse
Rollkack

Delete
- ace ‘ Auto snapshot | | Take =napshot ‘ ‘ Cleanup snapshot
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Step 4: Expose the snapshot VD. Move the mouse pointer to the gray button next to
the Snapshot VD number; click “Expose”. Enter a capacity for snapshot VD. If size is
zero, the exported snapshot VD will be read only. Otherwise, the exported snapshot VD
can be read / written, and the size will be the maximum capacity to read/write.

Set quota

Size : 13 GB =

Available : 132 GB

QK Cancel
Linked snapshot for VD: I- VD-RO - 'I Show size unit as: I(GE:' hd
Mo, MName Used(GB) Status Health Exposure Right #LUMN Created time
ﬂ 1 SnapvD-01 0 Good Yes Read-only 1] Fri Aug 20 18:02:44 2010

SnapVD-02 Fri Aug 20 18:04:54 2010

Unexnuse
Rollkack

I: Dekte Aut hot |Tk ht| |C|'E hot
Aftach pe uto snapsho ake =napsho anup snapsho

This is the list of snapshots in “VD-01". There are two snapshots in “VYD-01". Snapshot
VD “SnapVD-01" is exported as read only, “SnapVD-02" is exported as read/write.

Step 5: Attach a LUN for snapshot VD. Please refer to the next section for attaching a
LUN.

Step 6: Done. Snapshot VD can be used.

Snapshot column description:

The button includes the functions which can be executed.
Name Snapshot VD name.
Used (GB) The amount of snapshot space that has been used. The unit
(MB) can be displayed in GB or MB.
Status The status of snapshot:
. “N/A” - The snapshot is normal.
“Replicated” = The snapshot is for clone or QReplica
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usage.
“Abort” - The snapshot is over space and abort.
Health The health of snapshot:
. “Good” - The snapshot is good.
“Failed” = The snapshot fails.
Exposure Snapshot VD is exposed or not.
Right The right of snapshot:
. “RW” - Read / Write. The snapshot VD can be read /
write.
. “R0O” > Read Only. The snapshot VD is read only.
#LUN Number of LUN(s) that snapshot VD is attached.
Created time Snapshot VD created time.

Snapshot operation description:

Expose/ Expose / unexpose the snapshot VD.
Unexpose

Rollback Rollback the snapshot VD.

Delete Delete the snapshot VD.

Attach Attach a LUN.

Detach Detach a LUN.

List LUN List attached LUN(S).
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5.4.5 Logical Unit

“Logical unit” can view, create, and modify the status of attached logical unit number(s)
of each VD.

User can attach LUN by clicking the “Attach”. “Host” must enter with an iSCSI node
name for access control, or fill-in wildcard “*””, which means every host can access the
volume. Choose LUN number and permission, and then click “OK”.

Attach

Attach a logical unit number to a virtual disk.

VD : |vp-01(20 GB) B
Host : =

Target : IE,

LUN : [uno- =]

Permission : " Read-only ** Read-write

FPhysical disk || RAID group | Wirtual disk || Snapshot

Host Target LUN Permission WD name #Session
‘ 0 0 Read-wite | VD-01 0
iqn_1991-05_com.microsoft-win-rBgrvgjddm7 | 1 0 Read-write WD-02 0

VD-01 is attached to LUN O and every host can access. VD-02 is attached to LUN 1 and
only initiator node which is named “ign.1991-05.com.microsoft:win-réqrvgqjdsm7” can
access.

LUN operations description:

Attach Attach a logical unit number to a Virtual disk.

Detach Detach a logical unit number from a Virtual disk.

The matching rules of access control are inspected from top to bottom in sequence. For
example: there are 2 rules for the same VD, one is “*”, LUN 0; and the other is
“ign.hostl”, LUN 1. The other host “ign.host2” can login successfully because it
matches rule 1.

The access will be denied when there is no matching rule.
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5.4.6 Example

The following is an example for creating volumes. Example 1 is to create two VDs and
set a global spare disk.

e Example 1

Example 1 is to create two VDs in one RG, each VD uses global cache volume. Global
cache volume is created after system boots up automatically. So, no action is needed
to set CV. Then set a global spare disk. Eventually, delete all of them.

Step 1: Create RG (RAID group).
To create the RAID group, please follow these steps:

1. Select “/ Volume configuration / RAID group”.

2. Click “Create”.

3. Input an RG Name, choose a RAID level from the list, click “Select PD” to
choose the RAID PD slot(s), then click “OK”.

Create

Name : VD-R5-1

RG name : m

Capacity : 50 GB r

Stripe height (KB) : 64 =

Block size (B) : 512 =

Read/Write : € Write-through cache & Write-back cache 2
Priority : ¥ High priority ¢ Middle priority " Low priority

Bg rate : IE =
Readahead : [Enabled =] @
AV-media mode : Im
Erase : Im
Type : m

4. Check the outcome. Click “OK” if all setups are correct.
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5. Done. RG has been created.
Show size unit as: I'Z:GB:' =]
MName Total(GB) Free(GB) #PD #/D Status Health RAID Current owner Preferred owner
OP. RG-R5 931 931 3 0 Online Good RAID 5 | Controller 1 Controller 1

A RAID 5 RG named “RG-R5” with 3 physical disks is created.

Step 2: Create VD (Virtual disk).

To create a data user volume, please follow these steps.

1. Select “/ Volume configuration / Virtual disk™.

2. Click “Create”.

3. Input a VD name, choose the RG when VD will be created, enter the VD
capacity, select the stripe height, block size, read/write mode, set priority,
modify Bg rate if necessary, and finally click “OK”.

Create

Name : VD-R5-1

RG name : IRG-RS "I

Capacity : 50 GB r
Stripe height (KB) : 64 =

Block size (B) :

|512 "I

Read/Write : € Write-through cache & Write-back cache [
Priority : {% High priority ' Middle priority £ Low priority
Bg rate : IE =

Readahead : [Enabled =] @

AV-media mode :

|Di5.3|:u|ed 'I

Erase : INone v|
Type : IFL-L-ID "I
I

4. Done. A VD has been created.

5.

Repeat steps 1 to 4 to create another VD.
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Show size unit as: | (GB) =

Name Size(GB) Write Priority

Type Clone Schedule Status Health R % RAID #LUN Snapshot space(GB) #Snapshot RG

oP. VD-RE-1 80 WB HI

OP. VD-R5-2 64 WB Hi

RAID /A NIA Optimal | 9 RAIDS 0 0/0 0 RG-R&

RAID NIA NIA Optimal | 0 RAIDS 0 0/0 0 RG-R&

Two VDs, “VD-R5-1"” and “VD-R5-2", were created from RG “RG-R5”. The size of “VD-
R5-1" is 50GB, and the size of “VD-R5-2" is 64GB. There is no LUN attached.

Step 3: Attach LUN to VD.

There are 2 methods to attach LUN to VD.

1. In *“/ Volume configuration / Virtual disk”, move the mouse pointer to the
gray button next to the VD number; click “Attach LUN”.
2. In “/ Volume configuration / Logical unit”, click “Attach”.

The steps are as follows:

Attach

Attach a logical unit number to a virtual disk.

VD :
Host :
Target :
LUM :

Permission :

|vD-R5-1(50 GB) x|

=

IC] vl
I—LUN 0- "l

" Read-only & Read-write

1. Select a VD.

2. Input “Host” name, which is a FC node name for access control, or fill-in
wildcard “*”’, which means every host can access to this volume. Choose LUN
and permission, and then click “OK”.

3. Done.

Physical disk || RAID group || Wirtual disk || Snapshot |

Haost

Target LUM Permission VD name #Session

*

0 0

Read-write VD-R5-1 0

& | ign.1991-05.com.microsoft:win-réaraidsm7

VD-R5-1 is attached to LUN 0. VD-R5-2 is attached LUN 1.

: NOTE: The matching rules of access control are from the LUNs’
>4 created time, the earlier created LUN is prior to the matching rules.
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Step 4: Set global spare disk.
To set global spare disks, please follow the procedures.

Select “/ Volume configuration / Physical disk”.
Check the gray button next to the PD slot; click “Set global space™.
“Global spare” status is shown in “Usage” column.

RAID gioup || Vinual disk | Snapshot || Logical unit |

Show PD for: [0~ ] Show size unit as: [GE ]

Slot Size(GB} RG Status Health Usage WVendor Serial Type Write cache Standby Readahead Command queuing
1 68 RG-R5  Online Good RAID disk FUJITSU DQAOPTI01VRZ SAS Enabled Disabled Enabled Enabled
2 68 RG-R5 | Online Good RAID disk FUJITSU DQFSP71000WL = SAS Enabled Disahled Enabled Enabled
3 68 RG-R5 | Online Good RAID disk FUJITSU DQFEPT1000WU = SAS Enabled Disabled Enabled Enabled

--- HITACHI JAVLISSK Enabled Disabled Enabled Enabled

Setfree disk Online  Good Free disk HITACHI | J3XAAYAJ SAS | Enabled Disabled  Enabled Enabled

Set Global spare

Set Dedicated spare Online Good Free disk SEAGATE | 3LN1WBT3 SAS Enabled Disabled Enabled Enabled
Disk Scrub

Turn on the indication LED Online Good Free disk FUJITSU DQFSP7T1000YE = SAS Enabled Disabled Enabled Enabled
Hore informaton Online  Good Freedisk | HITACHI | JAVLISTK SAS | Enabled Disabled  Enabled Enabled
Online Good Free disk HITACHI JAVLIBHK. SAS Enabled Disabled Enabled Disabled

Online Good Free disk HITACHI J3XABMZ) SAS Enabled Disabled Enabled Disabled

Slot 4 is set as global spare disk (GS).
Step 5: Done. LUNs can be used as disks.

To delete VDs, RG, please follow the steps listed below.

Step 6: Detach LUN from VD.

In “/ Volume configuration / Logical unit”,

Physical disk || RAID group || Virtual disk || Snapshot |

Host Target Lun Permission VD name #Session

" 0 0 Read-write VD-R5-1 0

ign.1991-05.com_microsoft-win-régragjd5m7

Detach

1. Move the mouse pointer to the gray button next to the LUN; click “Detach™.
There will pop up a confirmation page.

2. Choose “OK”.

3. Done.
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Step 7: Delete VD (Virtual disk).
To delete the Virtual disk, please follow the procedures:

1. Select “/ Volume configuration / Virtual disk™.

2. Move the mouse pointer to the gray button next to the VD number; click
“Delete”. There will pop up a confirmation page, click “OK”.

3. Done. Then, the VDs are deleted.

NOTE: When deleting VD, the attached LUN(s) related to this VD
! will be detached automatically.

Step 8: Delete RG (RAID group).

To delete the RAID group, please follow the procedures:

1. Select “/ Volume configuration / RAID group”.

2. Select a RG which all its VD are deleted, otherwise the this RG cannot be
deleted.

3. Check the gray button next to the RG number click “Delete”.

There will pop up a confirmation page, click “OK”.

5. Done. The RG has been deleted.

P

e NOTE: The action of deleting one RG will succeed only when all of
‘ the related VD(s) are deleted in this RG. Otherwise, it will have an
] error when deleting this RG.

Step 9: Free global spare disk.

To free global spare disks, please follow the procedures.

1. Select “/ Volume configuration / Physical disk™.
2. Check the gray button next to the PD slot; click “Set Free disk™.

Step 10: Done, all volumes have been deleted.
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5.5 Enclosure Management

“Enclosure management” allows managing enclosure information including “SES
configuration”, “Hardware monitor”, “S.M.A.R.T.” and “UPS”. For the enclosure
management, there are many sensors for different purposes, such as temperature
sensors, voltage sensors, hard disks, fan sensors, power sensors, and LED status. Due
to the different hardware characteristics among these sensors, they have different
polling intervals. Below are the details of polling time intervals:

Temperature sensors: 1 minute.
Voltage sensors: 1 minute.
Hard disk sensors: 10 minutes.

P ONR

Fan sensors: 10 seconds . When there are 3 errors consecutively, controller

sends ERROR event log.

5. Power sensors: 10 seconds, when there are 3 errors consecutively, controller
sends ERROR event log.

6. LED status: 10 seconds.
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5.5.1 Hardware Monitor

“Hardware monitor” can be used to view the information of current voltage,
temperature levels, and fan speed.

Show information for: - Local -|»| Temperature: (C) ||

Controller 1

Type [tem “alue Status
Yoltage Onboard +1.2% #1197 ¥ (min= +1.08 %, max = +1.32 V) Ok
Yoltage Onboard +3.3%  +3.30% (min = +3.04 %, max = +3.96 %) Ok
“oltage Onboard +5% +5.05 % (min = +4.60 %, max = +5.40 %) Ok
Woltage Onboard 12 +11.85 % (min= +11.04 ¥, max = +1286 %)  OK
Yoltage Onboard +1.8%  +1.81 % (min = +1.62 %, max = +1.88 V) Ok
Temperature  Core Processor  +45.5 (C) thyst = #0.0 (C), high = +80.0 (C)) Ok
Temperature | ISCSIMNIC 1 +39.0 (C) thyst = H1.0 (C), high = 4650 (C)) = OK
Temperature  iSCSINIC 2 +356.0 (C) thyst = +0.0 (C), high= +650{(C}) Ok
Temperature | SAS Contraller  +41.0 (C) thyst = H0.0 (C), high = #6550 (C))  OK
Temperature  SAS Expander +33.0 (C) thyst = H0.0 (C), high = +650(C)) OK
Controller 2
Type [tem “alue Status
Yoltage Onboard +1.2%  +1.18% (min = +1.08 %, max = +1.32 %) Ok
“oltage Onboard +3.3%  +3.31 % (min= +3.04 %, max = +3.56 V) Okl
“oltage Onboard +5% +5.05 % (min = +4.60 %, max = +5.40 %) Ok
Yoltage Onboard +12% +11.88 % (min= +11.04 ¥, max = #1286 %) Ok
Yoltage Onboard +1.8%  #1.78% (min= +1.62 %, max = +1.588 V) Ok
Temperature  Core Processor  +43.5 (C) (hyst = +0.0 (C), high=+800 (C)) OK
Temperature | iSCSINIC 1 +37.5(C) thyst = +0.0 (C), high = +650{(C}) = Ok
Temperature  iSCSINIC 2 +33.5 (C) (hyst = +0.0 (C), high = +65.0 (C)) Ok
Temperature = S4S Caontraller  +37.0 (C) thyst = H1.0 (C), high = 450 (C))  OK
Temperature  SAS Expander +38.0 (C) thyst = H0.0 (C), high=+650(C)) OK
BPL
1|2 next> |ast>>

Type Itemn Yalue Status
Yoltage PSU +5Y +5.19% (min = H.60 ¥, max = +5.40 ) oK
Yoltage PSU +124 1216 (min = +11.04 %, max = +12.96 V) OK
“oltage PSU+33Y | 4331 % (min= +3.04 ¥, max = +3.56 ) QK

Temperature Lacation 1 +31.0 (C) thyst = H0.0 (), high = +60.0 (C))  OK
Temperature Location 2 +32.0 () (hyst = 0.0 (C), high = +50.0 (C))  OK
Temperature Location 3 +32.0 (C) thyst = +0.0 (C), high = +B0.0 (C))  OK
Temperature Location 4 +33.0 (C) (hyst = H0.0 (C), high = +60.0 (C))  OK
Temperature Location & +33.5 (C) (hyst = H0.0 (), high = +60.0 (C))  OK
Temperature Lacation & +32.5 (C) thyst = H0.0 (€], high = +60.0 (C))  OK
Temperature Location A1 +82.3 (C) (hyst = +0.0 (3, high = 4850 (C)) OK
Temperature Location BT +58.7 (C) (hyst = +0.0 (C), high=+850(C)  OK
Temperature Location A2 4852 (C) (hyst = 0.0 (C), high=+85.0(C)) OK
Temperature Location B2 +84.7 (C) thyst = 0.0 (C), high = +85.0 (C))  OK

FPower Supply  PSN1 AR Ok
Power Supply = PSLU2 INAA, (0128
Power Supply ~ PSU3 A oK
Cooling FAN1 4891 RPM Ok
Cooling FANZ 4891 RPM QK
Cooling FAN3 4891 RPM Ok
Cooling FAN4 3013 RPM oK

1 2 next= last==

Auto shutdown :[]

If "auto shutdown' has been checked, the system will shutdown
automatically when voltage or temperature is out of the normal range.
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If “Auto shutdown” has been checked, the system will shutdown automatically when
voltage or temperature is out of the normal range. For better data protection, please
check “Auto Shutdown™.

For better protection and avoiding single short period of high temperature triggering
auto shutdown, the RAID controller evaluates multiple conditions for triggering auto
shutdown. Below are the details of when the Auto shutdown will be triggered.

1. There are 3 sensors placed on controller for temperature checking, they are on
core processor, PCI-X bridge, and daughter board. Controller will check each
sensor for every 30 seconds. When one of these sensors is over high
temperature value continuously for 3 minutes, auto shutdown will be triggered
immediately.

2. The core processor temperature limit is 85°C. The PCI-X bridge temperature
limit is 80°C. The daughter board temperature limit is 80°C.

3. If the high temperature situation doesn’t last for 3 minutes, controller will not
do auto shutdown.

5.5.2 UPS

“UPS” is used to set up UPS (Uninterruptible Power Supply).

Hardware monitor SES SMART.

The system supports and communicates with smart-UPS of APC.
Choose Smart-UPS for APC, None for other vendors or no UPS.

UPS type : [None =]
Shutdown battery level (%) : 0 E
Shutdown delay (s) : o =
Shutdown UPS : IT;I
Status :

Battery level : l

Currently, the system only supports and communicates with APC (American Power
Conversion Corp.) smart UPS. Please review the details from the
website: http://www.apc.com/.

First, connect the system and APC UPS via RS-232 for communication. Then set up the
shutdown values (shutdown battery level %) when power is failed. UPS in other
companies can work well, but they have no such communication feature with the

system.
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Hardware monitor SES SMART.

The system supports and communicates with smart-UPS of APC.
Choose Smart-UPS for APC, Mone for other vendaors or no UPS.

UPS type :

Shutdown battery level (%) :

Shutdown delay (s) :

Shutdown UPS :
Status :

Battery level :

ISmalt-UF‘S 'I
I_'-_\. vI

30 =

I ON vl

Running

Battery Level
(%0)

UPS Type Select UPS Type. Choose Smart-UPS for APC, None for
other vendors or no UPS.
Shutdown When below the setting level, system will shutdown.

Setting level to “0O”” will disable UPS.

Shutdown If power failure occurred, and system cannot return to

Delay (s) value setting status, the system will shutdown. Setting
delay to “O” will disable the function.

Shutdown Select ON, when power is gone, UPS will shut down by

UPS itself after the system shutdown successfully. After power
comes back, UPS will start working and notify system to
boot up. OFF will not.

Status The status of UPS.

“Detecting...”

“Running”

“Unable to detect UPS”
“Communication lost”

“UPS reboot in progress”
“UPS shutdown in progress™

“Batteries failed. Please change them NOW!”

Battery Level
(%0)

Current percentage of battery level.
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5.5.3 SES

SES represents SCSI Enclosure Services, one of the enclosure management standards.
“SES configuration” can enable or disable the management of SES.

Hardware monitor UPS SMART.

SCSI Enclosure Services(SES).

One of the enclosure management standards. Please enable or disable the management of SES.

Host Target LUM
* 0 0

Disable

Enable SES in LUN O, and can be accessed from every host

The SES client software is available at the following web site:

SANtools: http://www.santools.com/

5.5.4 Hard Drive S.M.A.R.T. Support

S.M.A.R.T. (Self-Monitoring Analysis and Reporting Technology) is a diagnostic tool
for hard drives to deliver warning of drive failures in advance. S.M.A.R.T. provides
users chances to take actions before possible drive failure.

S.M.A.R.T. measures many attributes of the hard drive all the time and inspects the
properties of hard drives which are close to be out of tolerance. The advanced notice of
possible hard drive failure can allow users to back up hard drive or replace the hard
drive. This is much better than hard drive crash when it is writing data or rebuilding a
failed hard drive.

“S.M.A.R.T.” can display S.M.A.R.T. information of hard drives. The number is the
current value; the number in parenthesis is the threshold value. The threshold values
of hard drive vendors are different; please refer to vendors’ specification for details.

S.M.A.R.T. only supports SATA drive. SAS drive does not have. It will show N/A in this
web page.
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Hardware monitor ” UPs || SES |

Self-Monitoring Analysis and Reporting Technology(5.M.A.R.T).

A diagnostic tool for hard drives to deliver warning of drive failures in advance.
S.M.ART. provides users chances to take actions before possible drive failure.

Show information for: I Local - vl

Slot HDD type Read error Spin up Reallocated sector Seek error Spin up Calibration Temperature
1 SAS /A NAA MNEA /A /A NAA 38
2 SAS N MNAA NA MNIA MN/A NAA 39
3 SAS /A TAA, MAA /A RN /A, 38
4 SAS N MNAA MNA MN/A MN/A NAA 30
5 SAS MAA MAA NAA NIA /A MNAA, 38
6 SAS /A /A, A /A /A, TN/A, 38
7 SAS N/ NAA MNEA /A MN/A NAA 35
8 SAS MNAA MAA NAA N/A M/A NAA, 33

Hardware monitor ” UPS ” SES |

Self-Monitoring Analysis and Reporting Technology(S.M.A.R.T).

A diagnostic tool for hard drives to deliver warning of drive failures in advance.

SMAR.T. provides users chances to take actions before possible drive failure.

Show information for: lm
Slot HOD type Read error Spin up Reallocated sector Seek error Spin up Calibration Temperature
1 SATA 100(16) 101(24) 100(5) 100(67) 100(60) /A 28
2 SATA 100(16) 104(24) 100(5) 100{(67) 100{60) /A 28
3 SATA 100(16) 98(24) 100(5) 100(67) 100(60) MNEA 27
4 SATA 100(16) 97(24) 100(5) 100{67) 100{60) MNAA 27
5 SATA 100{16) 104(24) 100(5) 100(67) 100(60) MIA 28
6 SATA 100(16) 100(24) 100(5) 100(67) 100{60) IA 27
7 SATA 100(16) 99(24) 100(5) 100(67) 100(60) /A 27
8 SATA 100(16) 103(24) 100(5) 100{67) 100{60) MNAA 26
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5.6 System Maintenance

“Maintenance” allows the operations of system functions which include “System
information” to show the system version and details, “Event log” to view system
event logs to record critical events, “Upgrade” to the latest firmware, “Firmware
synchronization” to synchronized firmware versions on both controllers, “Reset to
factory default” to reset all controller configuration values to factory settings, “Import
and export” to import and export all controller configuration to a file, and “Reboot and
shutdown” to reboot or shutdown the system.

Event log | Upgrade | Firmware synchronization || Reset to factory default | Import and export || Reboot and shutdown

5.6.1 System Information

“System information” can display system information, including CPU type, installed
system memory, firmware version, serial numbers of dual controllers, backplane ID, and
system status.

ltem Information
CPLU type AaC3-10P3134x Family rev 8 (vl
system memary ECC Unbuffered DOR-11 2048MB

Firrmwware version
Controller serial number  001378C40560

Backplane D F4R0
JBOD zerial no. Mo JBEOD connected
CIReplica Mot activated.

Status description:

Normal Dual controllers are in normal stage.
Degraded One controller fails or has been plugged out..
Lockdown The firmware of two controllers is different or the size of

memory of two controllers is different.

Single Single controller mode.
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5.6.2 Event Log

“Event log” can view the event messages. Check the checkbox of INFO, WARNING, and
ERROR to choose the level of event log display. Click “Download” button to save the
whole event log as a text file with file name “log-ModelName-SerialNumber-Date-
Time.txt”. Click “Clear” button to clear all event logs. Click “Mute” button to stop alarm
if system alerts.

|*Selen:t event level of displayed event log

IMFO WARMING ERROR

Type Time Caontent

MFOD Wed, 04 Jan 2012 10:41:53  admin login from 192.168.220.131 via Web L

IMFO Wed, 04 Jan 2012 10:32:03  admin login from 192168220130 via Web L

IMFO Wed, 04 Jan 2012 10:21:15  iSCSl login from 134 (1001.76.134:60135) succeeds.
IMFO Wed, 04 Jan 2012 10:21:15  i3CSl login from 136 (1001.72.136:57933) succeeds.
IMFO Wed, 04 Jan 2012 10:21:14  iSCSl login from 136 (1001.71.136:57932) succeeds.
IMFD Wed, 04 Jan 2012 10:21:13  15C5] login from 133 (10.1.78.133:581590) succeeds.
MFD Wed, 04 Jan 2012 10:20:41 | Battery backup feature is disabled.

MFD Wed, 04 Jan 2012 10:20:40  ECC memary is installed

Diowwnload || Mute H Clear |

The event log is displayed in reverse order which means the latest event log is on the
first page. The event logs are actually saved in the first four hard drives; each hard
drive has one copy of event log. For one controller, there are four copies of event logs
to make sure users can check event log any time when there is/are failed disk(s).

"*‘fz\ .. NOTE: Please plug-in any of the first four hard drives, then event
S logs can be saved and displayed in next system boot up. Otherwise,
= the event logs would disappear.

5.6.3 Upgrade

The Upgrade tab is used to upgrade controller firmware, JBOD firmware, change
operation mode, and activate QReplica license. Before upgrade, it’s better to use Export
function to backup all configurations to a file.
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RAID Controller/System(s)

Browse the firmware to upgrade : Browse...

JBOD Controller/System(s)

Choose a JBOD:

Browse the firmware to upgrade: Browse...

QReplica license

Select the license file to activate QReplica: Browse...

[comm ]

The options are available on this tab:

Controller firmware upgrade: Please prepare new controller
firmware file named “xxxx.bin” in local hard drive, then click
Browse to select the file. Click Confirm button, it will pop up a
warning message, click OK button to start upgrading the firmware.

{ )_?_./l pzrade sretem nowe?
If wow want to dovwingrade to the previonz FIW later,
pleaze excport wour syvstem configuration first!

Cancel

When upgrading, there is a progress bar running. After finished
upgrading, the system must reboot manually to make the new
firmware took effect.

JBOD firmware upgrade: To upgrade JBOD firmware, the steps
are the same as controller firmware but choosing number of JBOD
first.

QReplica license: This option can activate QReplica function if
there is a license here. Select the license file, and then click
Confirm button.
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5.6.4 Firmware Synchronization

“Firmware synchronization” can synchronize the firmware version when controller 1
and controller 2’s firmware are different. In normal status, the firmware versions in
controller 1 and 2 are the same as below figure.

The firmware versions are the same between two controllers.

Confirm

5.6.5 Reset to Factory Default

“Reset to factory default” allows user to reset controller to factory default setting.

Sure to reset to factory default?

Reset to default value, the password is: 00000000, and IP address to default DHCP.
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5.6.6 Import and Export

“Import and export” allows user to save system configuration values: export, and
apply all configuration: import. For the volume configuration setting, the values are
available in export and not available in import which can avoid confliction / date-deleting
between two controllers which mean if one system already has valuable volumes in the
disks and user may forget and overwrite it. Use import could return to original
configuration. If the volume setting was also imported, user’s current volumes will be
overwritten with different configuration.

Import/Export : I Import =]

Import file : Browse..
1. Import: Import all system configurations excluding volume configuration.
2. Export: Export all configurations to a file.
WARNING: “Import” will import all system configurations
excluding volume configuration; the current configurations will be

replaced.

5.6.7 Reboot and Shutdown

“Reboot and shutdown” displays “Reboot” and “Shutdown” buttons. Before
power off, it’s better to execute “Shutdown” to flush the data from cache to physical
disks. The step is necessary for data protection.

Reboot Shutdown
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5.7 Home/Logout/Mute

In the right-upper corner of web Ul, there are 3 individual icons, “Home”, “Logout”,
and “Mute”.

5.7.1 Home

Click “Home” to return to home page

5.7.2 Logout

For security reason, please use “Logout” to exit the web Ul. To re-login the system,
please enter username and password again.

5.7.3 Mute

Click “Mute” to stop the alarm when error occurs.
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Chapter 6 Advanced Operations

6.1 Volume Rebuild

If one physical disk from a RG, which is set to a protected RAID level (e.g. RAID 3,
RAID 5, or RAID 6), failed or has been unplugged/removed, the status of RG is
changed to degraded mode. The system will search/detect spare disk to rebuild the
degraded RG to become normal/complete. It will detect dedicated spare disk as rebuild
disk first, then global spare disk.

The iSCSI RAID subsystem supports Auto-Rebuild. The following is the scenario:

Take RAID 6 for example:

1.

When there is no global spare disk or dedicated spare disk in the system,
controller will be in degraded mode and wait until (A) there is one disk
assigned as spare disk, or (B) the failed disk is removed and replaced with
new clean disk, then the Auto-Rebuild starts. The new disk will be a spare disk
to the original RG automatically.

If the new added disk is not clean (with other RG information), it would be
marked as RS (reserved) and the system will not start "auto-rebuild".

If this disk is not belonging to any existing RG, it would be FR (Free) disk and
the system will start Auto-Rebuild.

If user only removes the failed disk and plugs the same failed disk in the same
slot again, the auto-rebuild will start running. But rebuilding in the same failed
disk may impact customer data if the status of disk is unstable. It is
recommended for users not to rebuild in the failed disk for better data
protection.

When there is enough global spare disk(s) or dedicated spare disk(s) for the
degraded array, the system starts Auto-Rebuild immediately. And in RAID 6, if
another disk failure occurs during rebuilding, the system will start the above
Auto-Rebuild process as well. Auto-Rebuild feature only works when the status
of RG is ""Online™. It will not work at “Offline” status. Thus, it will not conflict
with the “Roaming”.

In degraded mode, the status of RG is “Degraded”. When rebuilding, the
status of RG/VD will be “Rebuild”, the column “R%6” in VD will display the
ratio in percentage. After completing the rebuilding process, the status will
become “Online”. RG will become complete or normal.
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NOTE: “Set dedicated spare” is not available if there is no RG, or if
RG is set to RAID O or JBOD, because user can not set dedicated
spare disk to RAID O & JBOD.

Sometimes, rebuild is called recover; they are the same meaning. The following table
is the relationship between RAID levels and rebuild.

RAID O Disk striping. No protection for data. RG fails if any hard drive
fails or unplugs.

RAID 1 Disk mirroring over 2 disks. RAID 1 allows one hard drive fails or
unplugging. Need one new hard drive to insert to the system and
rebuild to be completed.

N-way Extension to RAID 1 level. It has N copies of the disk. N-way
mirror mirror allows N-1 hard drives failure or unplugging.
RAID 3 Striping with parity on the dedicated disk. RAID 3 allows one

hard drive failure or unplugging.

RAID 5 Striping with interspersed parity over the member disks. RAID 5
allows one hard drive failure or unplugging.

RAID 6 2-dimensional parity protection over the member disks. RAID 6
allows two hard drives failure or unplugging. If it needs to rebuild
two hard drives at the same time, it will rebuild the first one,
then the other in sequence.

RAID O+1 Mirroring of RAID O volumes. RAID 0+1 allows two hard drive
failures or unplugging, but at the same array.

RAID 10 Striping over the member of RAID 1 volumes. RAID 10 allows
two hard drive failure or unplugging, but in different arrays.

RAID 30 Striping over the member of RAID 3 volumes. RAID 30 allows
two hard drive failure or unplugging, but in different arrays.

RAID 50 Striping over the member of RAID 5 volumes. RAID 50 allows
two hard drive failures or unplugging, but in different arrays.

RAID 60 Striping over the member of RAID 6 volumes. RAID 40 allows
four hard drive failures or unplugging, every two in different
arrays.

JBOD The abbreviation of “Just a Bunch Of Disks”. No data protection.

RG fails if any hard drive failures or unplugs.

User Manual



JetStor SAS 660iS / 660iSD

6.2 RG Migration

To migrate the RAID level, please follow the steps below.

1. Select “/ Volume configuration /7 RAID group™.

2. Check the gray button next to the RG number; click “Migrate™.

3. Change the RAID level by clicking the down arrow to “RAID 5. There will be
a pup-up which indicates that HDD is not enough to support the new setting of
RAID level, click “Select PD” to increase hard drives, then click “OK “ to go
back to setup page. When doing migration to lower RAID level, such as the
original RAID level is RAID 6 and user wants to migrate to RAID 0, system will
evaluate whether this operation is safe or not, and appear a message of
"Sure to migrate to a lower protection array?” to give user warning.

Migrate

Name : RG-RO->R5
RAID level : |Ri[|:: 5 'rI 2
RAID PDslot: 1224 Select PD

4. Double check the setting of RAID level and RAID PD slot. If there is no
problem, click “OK*.

5. Finally a confirmation page shows the detail of RAID information. If there is no
problem, click “OK” to start migration. System also pops up a message of
“Warning: power lost during migration may cause damage of data!” to
give user warning. When the power is abnormally off during the migration, the
data is in high risk.

6. Migration starts and it can be seen from the “status” of a RG with
“Migrating”. In “/ Volume configuration / Virtual disk”, it displays a
“Migrating” in “Status” and complete percentage of migration in “R%0™.

Show size unit as: I':GB:' |
MName Total(GB) Free(GB) #PD #/D Status Health RAID Current owner Preferred owner
OF’.l RG-R0-=R5 = 1396 1386 4 1 Good RAID & | Controller 1 Controller 1

A RAID 0 with 3 physical disks migrates to RAID 5 with 4 physical disks.

Show size unit as: [(CE) =

Name Size(GB) Write Priority Bg rate Type Clone Schedule Status Health R % RAID #LUN Snapshot space(GB) #Snapshot RG

OP. VD-R0O-=R5 10 WB HI 4 RAID MNIA N/A Optimal 3 RADS | 0 0o 0 RG-R0-=R5
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To do migration, the total size of RG must be larger or equal to the original RG. It does
not allow expanding the same RAID level with the same hard disks of original RG.

The operation is not allowed when RG is being migrated. System would reject following
operations:

Add dedicated spare.
Remove a dedicated spare.
Create a new VD.

Delete a VD.

Extend a VD.

Scrub a VD.

Perform yet another migration operation.
Scrub entire RG.

Take a new snapshot.
Delete an existing snapshot.
Export a snapshot.

Rollback to a snapshot.

© 0N O AONRE

e
N PO

IMPORTANT! RG Migration cannot be executed during rebuild or
VD extension.
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6.3 VD Extension

To extend VD size, please follow the procedures.

JetStor SAS 660iS / 660iSD

1. Select “/ Volume configuration / Virtual disk”.
2. Check the gray button next to the VD number; click “Extend”.
3. Change the size. The size must be larger than the original, and then click “OK”
to start extension.
Extend
To extend VD size, the input size must be larger than the ariginal size.
Size : 20 GB =
Free : 1386 GB
OK Cancel
4. Extension starts. If VD needs initialization, it will display “Initiating” in
“Status” and the completed percentage of initialization in “R%6” column.
Show size unit as: m
Mame Size(GB) Write Priority Bg rate Type Clone Schedule Status Health R % RAID # UN Snapshot space(GB) #3napshot RG
OP. VD-RO-=R5 20 wB HI 4 RAID N/A NiA Optimal 46 RADS 0 ] 0 RG-RO-=R5

4

NOTE: The size of VD extension must be larger than original.

IMPORTANT! VD Extension cannot be executed during rebuild or

(D migration.
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6.4 Snapshot / Rollback

Snapshot-on-the-box captures the instant state of data in the target volume in a
logical sense. The underlying logic is Copy-on-Write -- moving out the data which
would be written to certain location where a write action occurs since the time of data
capture. The certain location, named as “Snap VD?”, is essentially a new VD.which can
be attached to a LUN provisioned to a host as a disk like other ordinary VDs in the
system. Rollback restores the data back to the state of any time which was previously
captured in case for any unfortunate reason it might be (e.g. virus attack, data
corruption, human errors and so on). Snap VD is allocated within the same RG in which
the snapshot is taken, we suggest to reserve 20% of RG size or more for snapshot
space. Please refer to the figure below for the snapshot concept.

‘Working
Volumea
(Enapshot

Snapshaot
Yoluma

2 pm Wodumsa Fpm)

: 4 F 3
Transsciional \“/ Follback
MS Exchange | MS Exchange | [ SOmSISEY s Exchafige
Sarsar Sardsar Saryar
= il | W= Wrtual ; | - e 'l"-"“-'_ﬂl
Snapshat Copy Snapshat Copy | Snapshos Lopy
Sarvicas | Servican | Sorices
' b
RFO = 15 ming BETO = 25 ming
2:00 PH t—eee 71 B P 240 PM

IMPORTANT! Snapshot 7/ rollback features need at least 1 GB
controller cache RAM. Please also refer to RAM certification list in
Appendix A.

(D)
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6.4.1 Create Snapshot Volume
To take a snapshot of the data, please follow the procedures.

1. Select “/ Volume configuration / Virtual disk™.

2. Check the gray button next to the VD number; click “Set snapshot space”.

3. Set up the size for snapshot. The minimum size is suggested to be 20%6 of VD
size, then click “OK*". It will go back to the VD page and the size will show in
snapshot column. It may not be the same as the number entered because
some size is reserved for snapshot internal usage. There will be 2 numbers in
“Snapshot (MB)” column. These numbers are “Used snapshot space” and
“Total snapshot space”.

4. There are two methods to take snapshot. In “/ Volume configuration /
Virtual disk”, move the mouse pointer to the gray button next to the VD
number; click “Take snapshot”. Or in “/ Volume configuration /
Snapshot”, click “Take snapshot”.

5. Enter a snapshot name, then click “OK”. A snapshot VD is created.

6. Select “/ Volume configuration / Snapshot” to display all snapshot VDs
related to the VD

Linked snapshot for VD: I - VD-RO - 'I Show size unit as: I(GB] hd

M. Mame Used(GB) Status Health Exposure Right #LUMN Created time

SnapVD-01 R Fri Aug 20 18:02:44 2010

Expnse
Rollback

Delete
- ace | Auto =napshot ‘ ‘ Take =napzhot | Cleanup snapshot

7. Check gray button next to the Snapshot VD number; click “Export”. Enter a
capacity for snapshot VD. If size is zero, the exported snapshot VD will be
read only. Otherwise, the exported snapshot VD can be read / written, and the
size will be the maximum capacity to read/write.

8. Attach a LUN for snapshot VD. Please refer to the previous chapter for
attaching a LUN.

9. Done. It can be used as a disk.

Linked snapshot for VD: I - VD-RO - 'I Show size unit as: I(GB) hd

Mo. Name Used(GB) Status Health Exposure Right #LUN Created time

E 1 SnapVD-01 0 Good Yes Read-only 0 Fri Aug 20 18:02:44 2010

SnapVD-02 PEA Fri Aug 20 18:04:54 2010

Unexpnse
Rellback

Delete
Attach Ee | Auto =napshot | | Take =nap=hot | | Cleanup =napshot |

1l

This is the snapshot list of “VD-01". There are two snapshots. Snapshot VD “SnapVD-
01” is exposed as read-only, “SnapVD-02” is exposed as read-write.
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1.

2.

There are two methods to clean all snapshots. In “/ Volume configuration /
Virtual disk”, move the mouse pointer to the gray button next to the VD
number; click “Cleanup snapshot”. Or in “/ Volume configuration /
Snapshot”, click “Cleanup”.
“Cleanup snapshot” will delete all snapshots related to the VD and release
snapshot space.

Snapshot has some constraints such as the following:

Minimum RAM size for enabling snapshot is 1GB.

For performance and future rollback, system saves snapshot with names in
sequences. For example, three snapshots has been taken and named
“SnapVvD-01"(first), “SnapVD-02” and “SnapVD-03"(last). When deleting
“SnapVD-02", both of “SnapVD-02" and “SnapVD-03" will be deleted because
“SnapVD-03” is related to “SnapVD-02".

For resource management, maximum number of snapshots in system is 32.

If the snapshot space is full, system will send a warning message of space full
and the new taken snapshot will replace the oldest snapshot in rotational
sequence by executing auto snapshot, but new snapshot cannot be taken by
manual because system does not know which snapshot VDs can be deleted.
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6.4.2 Auto Snapshot

The snapshot copies can be taken manually or by schedule such as hourly or daily.
Please follow the procedures.

1. There are two methods to set auto snapshot. In “/ Volume configuration /
Virtual disk”, move the mouse pointer to the gray button next to the VD
number; click “Auto snapshot”. Or in “/ Volume configuration /
Snapshot”, click “Auto snapshot”.

2. The auto snapshot can be set monthly, weekly, daily, or hourly.

3. Done. It will take snapshots automatically.

Auto snapshot
- VD-ROD->R5 -

I Al

Months to take snapshots : o1+ 02l 03 04
WosWosl¥ 07 ¥ og
MooV 10V 11+ 12

I all
Weelks to take snapshots : 1020204

s

I all
Days to take snapshots : O s [ Mo D Tue [ Wed
M Thu T Fril” sat

[ all
FCoolCoilC o2l 03
FCoalCosTosl o7
Hours to take snapshots : NeeMoeC 100 11
M1z27 1307 14" 15
M1l 1707 181 19
MCa2o0C 21 2217 23

‘ oK H Cancel |

It will take snapshots every month, and keep the last 32 snapshot copies.

’\’\ NOTE: Daily snapshot will be taken every 00:00. Weekly snapshot
will be taken every Sunday 00:00. Monthly snapshot will be taken
every first day of month 00:00.
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6.4.3 Rollback

The data in snapshot VD can rollback to original VD. Please follow the steps.

1.
2.

3.

Select “/ Volume configuration / Snapshot™.

Check the gray button next to the Snap VD number which user wants to
rollback the data; click “Rollback”.

Done, the data in snapshot VD will rollback to original VD.

Rollback has some constraints as described in the following:

1.
2.

Minimum RAM size required for enabling rollback is 1GB.

When making a rollback, the original VD cannot be accessed for a while. At the
same time, the system connects to original VD and snapshot VD, and then
starts rollback.

During rollback, data from snapshot VD to original VD, the original VD can be
accessed and the data in VD just like it has finished rollback. At the same time,
the other related snap VD(s) cannot be accessed.

After rollback, the other snapshot VD(s) after the VD which is doing rollback
will be deleted.

IMPORTANT! Before executing rollback, it is better to dismount the

@ file system for flushing data from cache to disks in OS first. System

sends pop-up message when user executes rollback function.
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6.5 Disk Roaming

Physical disks can be re-sequenced in the same system or move all physical disks from
system-1 to system-2. This is called disk roaming. System can execute disk roaming
online. Please follow these steps:

Select “/ Volume configuration / RAID group™.

Check the gray button next to the RG number; click “Deactivate”.

Move all PDs related to the RG to another system.

In the web GUI of the other system, check the gray button next to the RG
number; click “Activate”.

5. Done.

el

Disk roaming has some constraints as described in the following:

1. Check the firmware of two systems first. It is better that both systems have
the same firmware version or newer.

2. Al physical disks of related RG should be moved from system-1 to system-2
together. The configuration of both RG and VD will be kept but LUN
configuration will be cleared in order to avoid conflict with system-2.

6.6 VD Clone

The user can use VD clone function to backup data from source VD to target VD, set up
backup schedule, and deploy the clone rules.

The procedures of VD clone are on the following:

1. Copy all data from source VD to target VD at the beginning (full copy).

2. Use Snapshot technology to perform the incremental copy afterwards. Please be fully
aware that the incremental copy needs to use snapshot to compare the data

difference. Therefore, the enough snapshot space for VD clone is very important.

The following contents will take an example of a RAID 5 virtual disk (SourceVD_Raid5)
clone to RAID 6 virtual disk (TargetVD_Raid6).

e Start VD clone

1. Create a RAID group (RG) in advance.

Show size unit as: I':GB:' =l

MName Total(GB) Free(GB) #PD #D Status Health RAID Current owner Preferred owner

OP. RG-R& 931 931 3 0 Online Good RAID 5 | Controller 1 Controller 1

OP. RG-R6 931 931 4 0 Online Good RAID 6 | Controller 1 Controller 1
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2. Create two virtual disks (VD) “SourceVD_R5” and “TargetVD_R6”. The raid type of

backup target needs to be set as “BACKUP”.

Create

Name :

RG name :

Capacity :

Stripe height (KB) :
Block size (B) :
Read/Write :
Priority :

Bg rate :
Readahead :
AV-media mode :

Erase :

Type :
|

TargetVD_R6
20
6d >

512 |

' Write-through cache @& Write-back cache 2@

% High priority € Middle priority € Low priority

s ®
[Erobied =] 2
[Disabled =]
[None =]

GB |

QR Cancel

3. Here are the objects, a Source VD and a Target VD. Before starting clone process, it
needs to deploy the VD Clone rule first. Click “Configuration™.

Show size unit as: [ (GE) =
Mame Size(GB) Write Priority Bgrate Type Clone Schedule Status Health R % RAID #LUN Snapshot space(GB) #3Snapshot RG
OP SourceVD_R5 | 20 WB HI 4 RAID MNiA A Online Optimal RADE 0 o 0 RG-RE
QP. TargetVD_R6 20 WB HI 4 BACKUP  NiA NiA Online Optimal RAIDE 0 oo 0 RG-RE

4. There are three clone configurations, describe

on the following.

Clone - Configuration

Snapshot space :

Threshold :

|

50% =

Restart the task an hour later if failed : [
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Snapshot space:

Clone - Configuration

Snapshot space :

(]
4

=)
[} ]

Threshold : 1 ]

i

Restart the task an hour later if failed NG

L

LJ ka3

This setting is the ratio of source VD and snapshot space. The default ratio is 2 to 1.
It means when the clone process is starting, the system will automatically use the
free RG space to create a snapshot space which capacity is double the source VD.

Threshold: (The setting will be effective after enabling schedule clone)

Clone - Configuration

Snapshot space : 2 B

Threshold :

Restart the task an hour later if failed|

The threshold setting will monitor the usage amount of snapshot space. When the
used snapshot space achieves its threshold, system will automatically take a clone
snapshot and start VD clone process. The purpose of threshold could prevent the
incremental copy fail immediately when running out of snapshot space.

For example, the default threshold is 50%. The system will check the snapshot
space every hour. When the snapshot space is used over 50%, the system will
synchronize the source VD and target VD automatically. Next time, when the rest
snapshot space has been used 50%, in other words, the total snapshot space has
been used 75%, the system will synchronize the source VD and target VD again.

Restart the task an hour later if failed: (The setting will be effective after
enabling schedule clone)

Clone - Configuration

Snapshot space : 2 =
Threshold : 50% |[=

Restart the task an hour later if failed : [
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When running out of snapshot space, the VD clone process will be stopped because
there is no more available snapshot space. If this option has been checked, system
will clear the snapshots of clone in order to release snapshot space automatically,
and the VD clone will restart the task after an hour. This task will start a full copy.

5. After deploying the VD clone rule, the VD clone process can be started now. Firstly,
Click “Set clone” to set the target VD at the VD name “SourceVD_R5".

Show size unit as: I(GB] j’

Size(GB) Write Priority Baq rate Type Clone Schedule
Extend 20 WB HI 4 BACKUP  MNJ/A NIA
Parity check
Delete
Set property
Attach LUN
Set clone
Set znapzhot 2pace
More information
6. Select the target VD. Then click “Confirm”.
Select target VD
Select target VD : ITarget‘-.-fD_RE vI
75K [ cance
7. Now, the clone target “TargetVD_R6” has been set.
Show size unit as: II:GB] 'I
Mame Size(GB) Write Priority Bq rate Type Clone Schedule
OP. Source¥D_R5 | 20 WB HI 4 RAID TargetVD_RE = MN/A
OP. TargetVD_RE 20 WwB HI 4 BACKUP = NiA PIA

User Manual



JetStor SAS 660iS / 660iSD

8. Click “Start clone”, the clone process will start.

Show size unit as: I':GB:I j"

Size(GB) Write Priarity Bqg rate Type Clone Schedule
Extend 20 WB HI 4 BACKUP = NIA N/A
Parity check
Clear clone
Start clone
I: Schedule clone EI
Delete
Set property

Attach LUN

LIzl Enapanot

More information

9. The default setting will create a snapshot space automatically which the capacity is
double size of the VD space. Before starting clone, system will initiate the snapshot

space.
Show size unit as: | (GE) =
Mame Size(GB) Write Priority Bagrate Type Clone Schedule Status Health R % RAID #LUN Snapshot space(GB) #3Snapshot RG
OF. SourceVD_R5 | 20 WB HI 4 RAID TargetVD_RE | NiA nifisting | Optimal | 33 RADS 0 141 1 RG-R5
QP TargetVD_RG 20 WB HI 4 BACKUP | N/A NiA Online Optimal RADG 0 0i0 0 RG-RE

10. After initiating the snapshot space, it will start cloning.

Show size unit as: | (G5) =
Name Size(GB) Write Priority Bg rate Type Clone Schedule Status Health R % RAID #LUN Snapshot space(GB) #3napshot RG
opP SourceVD_R5 | 20 wB HI 4 RAID TargetVD_RE = NIA Cloning Optimal 37 RADS 0 141 1 RG-RS
OP. TargetVD_R6E 20 WwB HI 4 BACKUP  NIA NIA Online Optimal RAIDE 0 0/ o RG-R6
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11. Click “Schedule clone” to set up the clone by schedule.

Show size unit as: I':GB:I j"

Size(GB) Write Priarity Bqg rate Type Clone Schedule
Wb HI 4 BACKUP | MNIA A
Clear clone
Start clone
I: Schedule clone EI
Delete
Set property

Attach LUN

Set gnapshot space
Cleanup =nap=shot
Take =napshot

Auto =napshot

Lizt =napshot

Iore information

12. There are “Set Clone schedule” and “Clear Clone schedule” in this page. Please
remember that “Threshold” and “Restart the task an hour later if failed”
options in VD configuration will take effect after clone schedule has been set.

Clone - Set Clone schedule

" Set Clone schedule

Scheduled time : I 00:00 "I

* Back up everyday

" Back up on a selected day in a week

[ [ [ [
[ [ [
" Back up on the Im in a month
[ Clear Clone schedule
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e Run out of snapshot space while VD clone

While the clone is processing, the increment data of this VD is over the snapshot space.
The clone will complete, but the clone snapshot will fail. Next time, when trying to start
clone, it will get a warning message “This is not enough of snapshot space for the
operation”. At this time, the user needs to clean up the snapshot space in order to
operate the clone process. Each time the clone snapshot failed, it means that the system
loses the reference value of incremental data. So it will start a full copy at next clone
process.

When running out of snapshot space, the flow diagram of VD clone procedure will be like

the following.

Schedule clone

Check threshold Manually start
every hour clone by user
v
Run out of Run out of
snapshot space snapshot space
Auto delete old Manually release
clone snapshot snapshot space
Auto restart an Restart clone
hour later by user

Start clone /

» process with <
/ fully copy

A
Done
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6.8 MPIO and MC/S

These features come from iSCSi initiator. They can be setup from iSCSI initiator to
establish redundant paths for sending 1/0 from the initiator to the target.

1. MPIO: In Microsoft Windows server base system, Microsoft MPIO driver allows
initiators to login multiple sessions to the same target and aggregate the duplicate
devices into a single device. Each session to the target can be established using
different NICs, network infrastructure and target ports. If one session fails, then
another session can continue processing 1/0 without interruption to the application.

MPIO

Mustiple sessions bebureen initiotor and target

Initiator Target
! i
SCSI layer SCSlilayer
I H
iSCSI aner iSCSIiIayer
= |
iSCSI i iSCSI iS5 isgs iSCS)
layar Ia}lﬁr layar lajar layer layar
- !
Tcrle TCRIR TCAR TCRUR TCRIE TCRIR
] H
1 n
& n
n n
1 n
 W—— I — '

2. MC/S: MC/S (Multiple Connections per Session) is a feature of iSCSI protocol,
which allows combining several connections inside a single session for performance
and failover purposes. In this way, 1/0 can be sent on any TCP/IP connection to the
target. If one connection fails, another connection can continue processing 1/0
without interruption to the application.
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Difference:

Initiator
|
i
SGSIIIayer
|
iSCSI layer
[] ]
I 1
iISCSI iI3C31 iISCSI
layer layar layer
TCRIP TCRIR TCRIP

Target
|
i
SC Sl:layer
1
iSCSI layer
T I
I I
iSCSI iSCSI izCsl
layar layer layer
TCRIE TCRIE TCRIE

T

MC/S is implemented on iSCSI level, while MPIO is implemented on the higher level.
Hence, all MPIO infrastructures are shared among all SCSI transports, including Fiber
Channel, SAS, etc. MPIO is the most common usage across all OS vendors. The primary
difference between these two is which level the redundancy is maintained. MPIO creates
multiple iSCSI sessions with the target storage. Load balance and failover occurs
between the multiple sessions. MC/S creates multiple connections within a single iSCSI
session to manage load balance and failover. Notice that iISCSI connections and sessions
are different than TCP/IP connections and sessions. The above figures describe the
difference between MPIO and MC/S.

There are some considerations when user chooses MC/S or MPIO for multipathing.

1. If user uses hardware iSCSI off-load HBA, then MPIO is the only one choice.

2. If user needs to specify different load balance policies for different LUNs, then MPIO
should be used.

3. If user installs anyone of Windows XP, Windows Vista or Windows 7, MC/S is the
only option since Microsoft MPIO is supported Windows Server editions only.

4. MC/S can provide higher throughput than MPIO

consumes more CPU resources than MPIO.

in Windows system, but it
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6.9 Trunking and LACP

Link aggregation is the technique of taking several distinct Ethernet links to let them
appear as a single link. It has a larger bandwidth and provides the fault tolerance ability.
Beside the advantage of wide bandwidth, the 1/0 traffic remains operating until all
physical links fail. If any link is restored, it will be added to the link group automatically.
The iSCSI subsystem implements link aggregation as LACP and Trunking.

1.

2.

LACP (IEEE 802.3ad): The Link Aggregation Control Protocol (LACP) is a part of
IEEE specification 802.3ad. It allows bundling several physical ports together to
form a single logical channel. A network switch negotiates an automatic bundle by
sending LACP packets to the peer. Theoretically, LACP port can be defined as active
or passive. iSCSI controller implements it as active mode which means that LACP
port sends LACP protocol packets automatically. Please notice that using the same
configurations between iSCSI controller and gigabit switch.

The usage occasion of LACP:

A. It's necessary to use LACP in a network environment of multiple switches. When
adding new devices, LACP will separate the traffic to each path dynamically.
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Subsystem

Trunking (Non-protocol): Defines the usage of multiple iSCSI data ports in
parallel to increase the link speed beyond the limits of any single port.

The usage occasion of Trunking:

A. This is a simple SAN environment. There is only one switch to connect the
server and storage. And there is no extra server to be added in the future.

B. There is no idea of using LACP or Trunking, uses Trunking first.

C. There is a request of monitoring the traffic on a trunk in switch.
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Apnmu

must support trunking or LACP and enabled. Otherwise, host

@ IMPORTANT! Before using trunking or LACP, he gigabit switch
cannot connect the link with storage device.
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6.10 Dual Controllers

6.10.1 Perform 1/0

Please refer to the following topology and have all the connections ready. To perform 1/0
on dual controllers, server/host should setup MP1O. MPIO policy will keep 1/0 running
and prevent fail connection with single controller failure.

—_— Net cable

— RS 232 cable
— SAS cable

Hast { Server

iSNS server
{Recom-
manded)

GBE

PC

RS 232

Management

IC

al]

APC Smart
(Optionall

{ Rs232 )

To JBOD

Gigabit switch :: Switch =||H
ISCSIRAID Tnlﬂrollilﬂ I BEM |
4 3 2 1 M O O | JEOD :
Comsole RS 232
iSCSIRAID Tnhollnz I BEM I
EIEE [ OO0
Comsole RS 232

TeJBOD

User Manual




JetStor SAS 660iS / 660iSD

6.10.2 Ownership

When creating RG, it will be assigned with a prefered owner, the default owner is
controller 1. To change the RG ownership, please follow the procedures.

1. Select “/ Volume configuration /7 RAID group™.
2. Check the gray button next to the RG name; click “Set preferred owner”.
3. The ownership of the RG will be switched to the other controller.

Physical disk RAngroup Virtual disk | Snapshot | Logical unit

Show size unit as: [(GB) =]
Name Total(GB) Free(GB) #PD #/D Status Health RAID Current owner Preferred owner Enclosure
B | roro | 1862 1862 4 0 RAID 0 | Controller 1 Controller 1 Local
Migrate

Deactivate
Scrub
Delete

Set preferred owner

Set disk property
More information

Physical disk RAIDgroup Virtual disk || Snapshot | Logical unit

Show size unit as: I (c8) =]

MName Total(GB) Free(GB) #PD #/D Status Health RAID Current owner Preferred owner Enclosure

OP.| RG-RO 1862 1862 4 0 Online Good RAID O = Controller 2 Controller 2 Local

The RG ownership is changed to the other controller.

6.10.3 Controller Status

There are four statuses described on the following. It can be found in “/ System
maintenance / System information”.

1.

2.

Normal: Dual controller mode. Both of controllers are functional.

Degraded: Dual controller mode. When one controller fails or has been plugged out,
the system will turn to degraded. In this stage, 1/0 will force to write through for
protecting data and the ownership of RG will switch to good one. For example: if
controller 1 which owns the RG1 fails accidently, the ownership of RG1 will be
switched to controller 2 automatically. And the system and data can keep working
well. After controller 1 is fixed or replaced, The current owner of all RGs will be
asigned back to their prefered owner.

Lockdown: Dual controller mode. The firmware of two controllers is different or the
size of memory of two controllers is different. In this stage, only master controller

can work and 1/0 will force to write through for protecting data.
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4. Single: Single controller mode. In the stage, the controller must stay in slot A.
Boards for SATA drives are not necessary. The differences between single and
degraded are described on the following. There is no error message for inserted one
controller only. 1/0 will not force to write through. And there is no ownership of RG.
Single controller mode can be upgraded to dual controller mode, please contact the
distributor for upgradable.

In addition, iSNS server is recommended. It's important for keeping 1/0 running
smoothly when RG ownership is switching or single controller is failed. Without iSNS
server, when controller 1 fails, the running 1/0 from host to controller 1 may fail because
the time which host switches to the new portal is slower than 1I/0 time out. With iSNS
server, this case would not happen.

NOTE: iSNS server is recommended for dual controller system.
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6.11 QReplica (Optional)

QReplica function will help users to replicate data easily through LAN or WAN from one
subsystem to another.

The procedures of QReplica are on the following:

1. Copy all data from source VD to target VD at the beginning (full copy).

2. Use Snapshot technology to perform the incremental copy afterwards. Please be fully
aware that the incremental copy needs to use snapshot to compare the data
difference. Therefore, the enough snapshot space for VD clone is very important.

e Activate the license key

User needs to obtain a license key and download it to the RAID subsystem to activate
the QReplica function. Each license key is unique and dedicated to a specific subsystem.
It means that the license key for subsystem A cannot be used on another subsystem. To
obtain the license key, please contact sales for assistance.

e Setup the QReplica port on the source subsystem

The QReplica uses the last iSCSI port on the controller to replicate the data. The iSCSI
is configured as QReplica port, it is no longer available for the host to connected as
iSCSI port until it is configured as the normal iSCSI port again.

1. In the operation menu of the last iSCSI port on the controller, select “Enable
QRepica” to set this port as the QReplica port. The last iSCSI port on controller 2
will also be set as the QReplica port automatically at the same time.

Show information for: I Controller 1 vI

Mame LAG LAGMNo DHCP  IP address Metmask
ﬂ LAMA Mo A Mo 192.168.1.1 | 255.255.255.0
ﬂ LAMZ | Mo A Mo 192.168.2.1 | 255.255.255.0
ﬂ LAMZ | Mo MIA Mo 192.168.3.1 | 255.255.255.0
m LAMN4 | Mo A Mo 192.168.4.1 | 255.255.255.0

Link aggregation or Multi-homed
| IP=ettings for iSCSI ports
I: Become default gateway

Enable jumbo frame

Enable QReplica
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2. The setting can be reverted by select “Disable QReplica™ in the operation menu.

Show information for: I Controller 1 vI

Mame LAG  LAGMNo  DHCFP  IP address Metrnask
@ LANA Mo i Mo 192 168.1.1  255.255.255.0
ﬂ LAMZ Mo MIA Mo 192 168.21 | 2552552550
ﬂ LAMN3 | Mo i Mo 192 168.3.1 2552552550
E QREP 192 168.4.1 | 2552552550

QRepliza IP zetting
Dizable QReplica

=

e Create backup VD on the target subsystem

1. Before creating the replication job on the source subsystem, user has to create a
virtual disk on the target subsystem and set the type of the VD as “Backup”.

Create
_ Name : target
RG name : target
Capacity : 300 GB
Stripe height (KB) : 64
Block size (B) : 512
Read /Write : Owrite-thro ugh cache®Write-back cache 2
Priority : ®High priorityOMiddle priorityOLow priority
Bg rate : i 2
Readahead : Enabled
AV-media mode : Disabled
Erase : None
Type :

| 0K || Cancel |
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2. The backup VD needs to be attached to a LUN ID first before creating replication job.

 Physical disk || RAD group RIS Snapshot | Logical unit | QReplica |
Show size unit as: (GEB) @
Attach
Attach a logical unit number to a virtual disk.
VD :  target(300 GB) ||
[ Host : 5
Target : o [vl
LUN : LUNO- [
Permission : ORread-only®Read-write
| 0 | | Cancel |
5

e Create replication job on the source subsystem

1. If the license key is activated on the subsystem correctly, a new QReplica tab will be
added on the Web Ul. Click “Create” to create a new replication job.

; Physical disk RAID group Virtual disk Snapshot Logical unit QReplica

No QReplica task now

| Create_\{ﬂ| Configuration
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2. Select the source VD which will be replicated to the target subsystem and click

“Next”.

QReplica - Select source VD

Size(GB) Status RAID #FLUMN #3napshot RG
0 RG-R5

[ SourceVD_R5 | 20 Online RAIDS O

Cancel

creation, please refer to the section of Configure the snapshot

'\ 1 NOTE: If the message displays that there is not enough space for
= | space below for solution.

3. Enter the IP address of iSCSI port on controller 1 of the target subsystem. Click

“Next” to continue.

QReplica - Select target IP

IP: 192.168.15.1]

== Back H MNext ==

Cancel
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4. The QReplica uses standard iSCSI protocol for data replication. User has to log on the
iSCSI node to create the iSCSI connection for the data transmission. Enter the CHAP
information if necessary and select the target node to log no. Click “Next” to
continue.

GReplica - Get login information

Choose authentication method.

@ Mo Authentication method

(max: 223)

{min: 12, max: 16)

Select a target node

Mao. MName

@ 1 ign.1997-05.tw.com.proware:proips-000902298:dev0_ctr

‘ << Back || Next == |

5. Choose the backup VD and click “Next”.

QReplica - Select target LUN

Mo. LUM VD name Size(GB) Vendor Madel Serial Revision
@ 1 1 target 300 Proware prolPS 2104001378902298 200

B
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6. A new replication job is created and listed on the QReplica page.

Physical disk ” RAID group H Virtual disk H Snapshot ” Lagical unit | QReplica
MNo. VD name Current owner Target Name Target IP LUN MName Size(MB) Size(GB)
iqn.1997-
1 source Controller 1 05.tw.com.proware proips- 192.168.15.1 | 1 target 307200 300
000902298:dev0_ctr

¢ Run the replication job

1. Click the “OP” button on the replication job to open operation menu. Click “Start”

to run the replication job.

Physical disk ” RAID group ” Wirtual disk ” Snapshot ” Logical unit |

Mo. WD name Current owner Target Mame
0 G0
OpP. o £ 0 OIm.p B proip
000902290 devl)
Start
Stop
Refresh

1l

Create multi-path
Delete multi-path
Schedule

Delete

2. Click “Start” again to confirm the execution of the replication job.

Start GReplica

Sure to start QReplica for task 1?7
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3. User can monitor the replication job from the “Status” information and the progress

is expressed by percentage.

Physical disk ” RAID group ” Virtual disk ” Snapshot ” Logical unit

Mo. WD name Current owner Target Mame Target IP LUN Name Size(MB) Size(GB) Status
ign.1997-
1 source Controller 1 05.tw.com.proware:proips- 192.168.15.1 | 1 target 307200 300 Replicating
000902298 dev0.ctrl

Configuration

e Create multi-path on the replication job

1. Click the “Create multi-path” in the operation menu of the replication job.

Physical disk H RAID group ” Virtual disk ” Snapshot ” Logical unit |

No. VD name Current owner Target Mame Target IP
ign.1997-
source Controller 1 05 tw.com. proware: proips- 192.168.15.1
000902298:dev0.ctr
Start
Stop
Refresh

| Createmutipatn |
Delete multi-path
Schedule

Delete

2. Enter the IP of iSCSI port on controller 2 of the target subsystem.

QReplica - Select target IP

IP: 192.168.15.3]
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3. Select the iSCSI node to log on and click “Next”.

QReplica - Get login information

Choose authentication method.

) Mo Authentication method

Select a target node

{min: 12, max: 18)

(max: 223)

Mao. MName

@ 1 1qn.1997-05_tw.com.proware:proips-000902298:devl_ctr2

Cancel

‘ << Back H Mext == |

4. Choose the same target VD and click “Next”.

QReplica - Select target LUN

MNo. LUN VD name Size(GB) Vendor

Madel

Serial

Revision

@ 1 1 target 300 Proware

pralPS

2104001378902298

200

Cancel

‘ <= Back H Next ==

5. A new target will be added in this replication job as a redundancy path.

Physical disk || RAID group || Virtual disk U Snapshot || Lagical unit

No. VD name Current owner Target Name Target IP LUN Name Size(MB) Size(C
i source Controller 1 ign.1997-05_tw.com.proware:proips-000902298:dev0.ctr1 | 182.168.151 1 target 307200 300
ign.1997-05_tw.com.proware:proips-000902298:dev0.ctr2 ~ 192.168.15.3 1

Configuration
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e Configure the replication job to run by schedule

1. Click “Schedule” in the operation menu of the replication job.

Physical disk ” RAID group ” Virtual disk H Snapshot ” Logical unit | EES12E e

Mo. VD name Current owner Target Mame
source Controller 1 ign.1997-05. tw.com._proware:pro
Start ign.1997-05 tw_com._proware:pro
Stop
Refresh

Create multi-path
Delete multi-path ]
Schedule
Delete

]

2. The replication job can be scheduled to run by day, by week or by month. The
execution time can be configurable per user’s need.

[Tl
| Months to take tasks : [ e o
 i—— [CosCloslClo7Clos
| [ o N e e

A
Weeks to take tasks : 3E| 4
s N

Days to take tasks : FlsunTMonTTueFwed
[ErhulFrilIsat

[Clan
[Toolo1Cloz oz
. [CloallosCloslo7
Hours to take tasks : Tosl ool 1ol 11
[ e e - R
1 e €
oz 1220023

| ok || cancel |

e Configure the snapshot space

The QReplica uses Snapshot. The snapshot technique helps user to replicate the data
without stop accessing to the source VD. If the snapshot space is not configured on the
source VD in advance, the subsystem will allocate snapshot space for the source VD
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automatically when the replication job is created. The default snapshot space allocated
by the subsystem is double size of the source VD. If the free space of the RG which the
source VD resides in is less than double size of the source VD, the replication job will fail
and pops up the error message.

To prevent this problem, user has to make sure the RG has enough free space for the
snapshot space of source VD, or user has to configure the snapshot space of the source
VD manually before the replication job is created.

1. To configure the snapshot space settings of QReplica, click the “configuration”
button.

FPhysical disk || RAID group || “ittual disk || Snapshot | Logical unit |

Mo QReplica task now

| Create | Configuration

There are three settings in the QReplica configuration menu,

QReplica - Configuration

Snapshot space : 2 x
Threshold : 50% =

Restart the task an hour later if failed : [

The Snapshot space specifies the ratio of snapshot space allocated to the source VD
automatically when the snapshot space is not configured in advance. The default ratio is
2 to 1. It means when the replication job is creating, the subsystem will automatically
use the free space of RG to create a snapshot space which size is double of the source
VD.

The Threshold setting will monitor the utilization of snapshot space. When the used
snapshot space achieves the threshold, the subsystem will automatically take a new
snapshot and start the replication job. The purpose of threshold is to prevent the
incremental copy fail immediately when running out of snapshot space. For example, the
default threshold is 50%, and the system will check the snapshot space every hour.
When the snapshot space is used over 50%, the subsystem will automatically replicate
data from the source VD to the target VD. Next time, when the rest snapshot space has
been used over 50%, in other words, the total snapshot space has been used over 75%,
the subsystem will start the replication job again.

The Restart the task an hour later if failed setting is used when running out of
snapshot space, the replication job will stop because there is no more available snapshot
space. If this option has been check, the subsystem will automatically clear the
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snapshots to release snapshot space, and the replication job will restart the task after an
hour.

IMPORTANT! These two settings, Threshold and Restart the task
an hour later if failed, will take effect only when the replication job
is configured to run the schedule.
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Chapter 7 Troubleshooting

7.1 System Buzzer

The system buzzer features are listed below:

1. The system buzzer alarms 1 second when system boots up successfully.

2. The system buzzer alarms continuously when there is error occurred. The alarm will
be stopped after error resolved or be muted.

3. The alarm will be muted automatically when the error is resolved. E.g., when RAID
5 is degraded and alarm rings immediately, user changes / adds one physical disk
for rebuilding. When the rebuilding is done, the alarm will be muted automatically.

7.2 Event Notifications

« PD events

Level Type Description

INFO PD inserted Disk <slot> is inserted into system

WARNING PD removed Disk <slot> is removed from system

ERROR HDD read Disk <slot> read block error
error

ERROR HDD write Disk <slot> write block error
error

ERROR HDD error Disk <slot> is disabled

ERROR HDD 10 Disk <slot> gets no response
timeout

INFO PD upgrade PD [<string>] starts upgrading firmware
started process.

INFO PD upgrade PD [<string>] finished upgrading firmware
finished process.

WARNING PD upgrade PD [<string>] upgrade firmware failed.
failed

« HW events
Level Type Description

WARNING ECC single Single-bit ECC error is detected at <address>

ERROR ECC multiple Multi-bit ECC error is detected at <address>

INFO ECC dimm ECC memory is installed

INFO ECC none Non-ECC memory is installed

INFO SCSI bus Received SCSI Bus Reset event at the SCSI
reset Bus <number>

ERROR SCSI host SCSI Host allocation failed
error

ERROR SATA enable Failed to enable the SATA pci device
device fail
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ERROR SATA EDMA Failed to allocate memory for SATA EDMA
mem fail

ERROR SATA remap Failed to remap SATA memory io space
mem fail

ERROR SATA PRD Failed to init SATA PRD memory manager
mem fail

ERROR SATA revision | Failed to get SATA revision id
id fail

ERROR SATA set reg Failed to set SATA register
fail

ERROR SATA init fail Core failed to initialize the SATA adapter

ERROR SATA diag fail | SATA Adapter diagnostics failed

ERROR Mode ID fail SATA Mode ID failed

ERROR SATA chip SATA Chip count error
count error

INFO SAS port reply | SAS HBA port <number=> reply terminated
error abnormally

INFO SAS unknown | SAS frontend reply terminated abnormally
port reply
error

INFO FC port reply FC HBA port <number> reply terminated
error abnormally

INFO FC unknown FC frontend reply terminated abnormally
port reply
error

EMS events
Level Type Description

INFO Power install Power(<string>) is installed

ERROR Power absent Power(<string>) is absent

INFO Power restore | Power(<string>) is restored to work.

ERROR Power fail Power(<string>) is not functioning

WARNING Power detect PSU signal detection(<string>)

INFO Fan restore Fan(<string>) is restored to work.

ERROR Fan fail Fan(<string>) is not functioning

INFO Fan install Fan(<string>) is installed

ERROR Fan not Fan(<string>) is not present
present

ERROR Fan over Fan(<string>) is over speed
speed

WARNING Thermal level System temperature(<string>) is higher.
1

ERROR Thermal level System Overheated(<string=)!!!

2

ERROR Thermal level System Overheated(<string=>)!!! The system
2 shutdown will auto-shutdown immediately.

ERROR Thermal level | The controller will auto shutdown immediately,
2 CTR reason [ Overheated(<string>) ].
shutdown

WARNING Thermal Unable to update thermal value on <string>
ignore value

WARNING Voltage level 1 | System voltage(<string>) is higher/lower.

ERROR Voltage level 2 | System voltages(<string>) failed!!!
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ERROR Voltage level 2 | System voltages(<string>) failed!!! The
shutdown system will auto-shutdown immediately.
ERROR Voltage level 2 | The controller will auto shutdown immediately,
CTR shutdown | reason [ Voltage abnormal(<string>) ].
INFO UPS OK Successfully detect UPS
WARNING UPS fail Failed to detect UPS
ERROR UPS AC loss AC loss for system is detected
ERROR UPS power UPS Power Low!!! The system will auto-
low shutdown immediately.
WARNING SMART T.E.C. | Disk <slot> S.M.A.R.T. Threshold Exceed
Condition occurred for attribute <string>
WARNING SMART fail Disk <slot>: Failure to get S.M.A.R.T
information
WARNING RedBoot RedBoot failover event occurred
failover
WARNING Watchdog Watchdog timeout shutdown occurred
shutdown
WARNING Watchdog Watchdog timeout reset occurred
reset
RMS events
Level Type Description
INFO Console Login | <username=> login from <IP or serial console>
via Console Ul
INFO Console <username=> logout from <IP or serial
Logout console> via Console Ul
INFO Web Login <username= login from <IP> via Web Ul
INFO Web Logout <username= logout from <IP> via Web Ul
INFO Log clear All event logs are cleared
WARNING Send mail fail Failed to send event to <email>.
LVM events
Level Type Description
INFO RG create OK RG <name=> has been created.
INFO RG create fail Failed to create RG <name>.
INFO RG delete RG <name> has been deleted.
INFO RG rename RG <name> has been renamed as <name=>.
INFO VD create OK | VD <name> has been created.
INFO VD create fail Failed to create VD <name=>.
INFO VD delete VD <name=> has been deleted.
INFO VD rename Name of VD <name> has been renamed to
<name>.
INFO VD read only Cache policy of VD <name=> has been set as
read only.
INFO VD write back | Cache policy of VD <name> has been set as
write-back.
INFO VD write Cache policy of VD <name=> has been set as
through write-through.
INFO VD extend Size of VD <name> extends.
INFO VD attach LUN | VD <name=> has been LUN-attached.
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OK

INFO VD attach LUN | Failed to attach LUN to VD <name>.
fail

INFO VD detach VD <name=> has been detached.
LUN OK

INFO VD detach Failed to attach LUN from bus <number>, SCSI
LUN fail ID <number=>, lun <number>.

INFO VD init started | VD <name> starts initialization.

INFO VD init VD <name> completes initialization.
finished

WARNING VD init failed Failed to complete initialization of VD <name=>.

INFO VD rebuild VD <name> starts rebuilding.
started

INFO VD rebuild VD <name=> completes rebuilding.
finished

WARNING VD rebuild Failed to complete rebuild of VD <name>.
failed

INFO VD migrate VD <name> starts migration.
started

INFO VD migrate VD <name> completes migration.
finished

ERROR VD migrate Failed to complete migration of VD <name>.
failed

INFO VD scrub Parity checking on VD <name> starts.
started

INFO VD scrub Parity checking on VD <name> completes with
finished <address> parity/data inconsistency found.

INFO VD scrub Parity checking on VD <name> stops with
aborted <address> parity/data inconsistency found.

INFO RG migrate RG <name=> starts migration.
started

INFO RG migrate RG <name> completes migration.
finished

INFO RG move RG <name=> starts move.
started

INFO RG move RG <name> completes move.
finished

INFO VD move VD <name> starts move.
started

INFO VD move VD <name> completes move.
finished

ERROR VD move Failed to complete move of VD <name>.
failed

INFO RG activated RG <name=> has been manually activated.

INFO RG RG <name> has been manually deactivated.
deactivated

INFO VD rewrite Rewrite at LBA <address> of VD <name>
started starts.

INFO VD rewrite Rewrite at LBA <address> of VD <name>
finished completes.

WARNING VD rewrite Rewrite at LBA <address> of VD <name>
failed failed.

WARNING RG degraded RG <name=> is in degraded mode.

WARNING VD degraded VD <name=> is in degraded mode.

ERROR RG failed RG <name=> is failed.

ERROR VD failed VD <name>= is failed.
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ERROR VD 10 fault 1/0 failure for stripe number <address> in VD

<name>.

WARNING Recoverable Recoverable read error occurred at LBA
read error <address>-<address> of VD <name=>.

WARNING Recoverable Recoverable write error occurred at LBA
write error <address>-<address> of VD <name>.

ERROR Unrecoverable | Unrecoverable read error occurred at LBA
read error <address>-<address> of VD <name>.

ERROR Unrecoverable | Unrecoverable write error occurred at LBA
write error <address>-<address> of VD <name=>.

ERROR Config read Config read failed at LBA <address>-
fail <address> of PD <slot>.

ERROR Config write Config write failed at LBA <address>-
fail <address=> of PD <slot>.

ERROR CV boot error | Failed to change size of the global cache.
adjust global

INFO CV boot global | The global cache is ok.

ERROR CV boot error | Failed to create the global cache.
create global

INFO PD dedicated Assign PD <slot> to be the dedicated spare
spare disk of RG <name>.

INFO PD global Assign PD <slot> to Global Spare Disks.
spare

WARNING PD read error Read error occurred at LBA <address>-

<address> of PD <slot>.

WARNING PD write error | Write error occurred at LBA <address>-

<address=> of PD <slot>.

WARNING Scrub wrong The parity/data inconsistency is found at LBA
parity <address>-<address> when checking parity

on VD <name>.

WARNING Scrub data The data at LBA <address>-<address> is
recovered recovered when checking parity on VD

<name>.

WARNING Scrub A recoverable read error occurred at LBA
recovered <address>-<address> when checking parity
data on VD <name>.

WARNING Scrub parity The parity at LBA <address>-<address> is
recovered regenerated when checking parity on VD

<name>.

INFO PD freed PD <slot> has been freed from RG <name=>.

INFO RG imported Configuration of RG <name=> has been

imported.

INFO RG restored Configuration of RG <name=> has been

restored.

INFO VD restored Configuration of VD <name=> has been

restored.

INFO PD scrub PD <slot> starts disk scrubbing process.
started

INFO Disk scrub PD <slot> completed disk scrubbing process.
finished

INFO Large RG A large RG <name> with <number> disks
created included is created

INFO Weak RG A RG <name> made up disks across
created <number=> chassis is created

INFO RG size The total size of RG <name=> shrunk
shrunk
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INFO VD erase VD <name> finished erasing process.
finished

WARNING VD erase The erasing process of VD <name=> failed.
failed

INFO VD erase VD <name> starts erasing process.
started

Snapshot events

Level Type Description
WARNING Shap mem Failed to allocate snapshot memory for VD
<name>.

WARNING Snap space Failed to allocate snapshot space for VD
overflow <name>.

WARNING Shnap The snapshot space threshold of VD <name=>
threshold has been reached.

INFO Shap delete The snapshot VD <name=> has been deleted.

INFO Snap auto The oldest snapshot VD <name=> has been
delete deleted to obtain extra snapshot space.

INFO Snap take A snapshot on VD <name> has been taken.

INFO Shap set Set the snapshot space of VD <name=> to
space <number> MB.

INFO Snap rollback | Snapshot rollback of VD <name> has been
started started.

INFO Snap rollback | Snapshot rollback of VD <name> has been
finished finished.

WARNING Shap quota The quota assigned to snapshot <name=> is
reached reached.

INFO Snap clear The snapshot space of VD <name=> is cleared
space

iISCSI events
Level Type Description

INFO iSCSI login iSCSI login from <IP> succeeds.
accepted

INFO iSCSI login iSCSI login from <IP> was rejected, reason
rejected [<string>]

INFO iSCSI logout iSCSI logout from <IP> was received, reason
recvd [<string>].

Battery backup events

Level Type Description

INFO BBM start Abnormal shutdown detected, start flushing
syncing battery-backed data (<number> KB).

INFO BBM stop Abnormal shutdown detected, flushing battery-
syncing backed data finished

INFO BBM installed Battery backup module is detected

INFO BBM status Battery backup module is good
good
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INFO BBM status Battery backup module is charging
charging
WARNING BBM status Battery backup module is failed
fail
INFO BBM enabled Battery backup feature is <string=>.
INFO BBM inserted Battery backup module is inserted
INFO BBM removed | Battery backup module is removed

JBOD events

Level Type Description
INFO PD upgrade JBOD <name=> PD [<string>] starts upgrading
started firmware process.
INFO PD upgrade JBOD <name=> PD [<string>] finished
finished upgrading firmware process.
WARNING PD upgrade JBOD <name=> PD [<string>] upgrade
failed firmware failed.
INFO PD freed JBOD <name=> PD <slot> has been freed from
RG <name=>.
INFO PD inserted JBOD <name=> disk <slot> is inserted into
system.
Warning PD removed JBOD <name=> disk <slot> is removed from
system.
ERROR HDD read JBOD <name> disk <slot> read block error
error
ERROR HDD write JBOD <name=> disk <slot> write block error
error
ERROR HDD error JBOD <name> disk <slot> is disabled.
ERROR HDD 10 JBOD <name> disk <slot> gets no response
timeout
INFO JBOD inserted | JBOD <name=> is inserted into system
WARNING JBOD removed | JBOD <name=> is removed from system
WARNING SMART T.E.C JBOD <name=> disk <slot>: S.M.A.R.T.
Threshold Exceed Condition occurred for
attribute <string>
WARNING SMART fail JBOD <name> disk <slot>: Failure to get
S.M.A.R.T information
INFO PD dedicated Assign JBOD <name=> PD <slot> to be the
spare dedicated spare disk of RG <name=>.
INFO PD global Assign JBOD <name=> PD <slot> to Global
spare Spare Disks.
ERROR Config read Config read error occurred at LBA <address>-
fail <address> of JBOD <name> PD <slot>.
ERROR Config write Config write error occurred at LBA <address>-
fail <address> of JBOD <name=> PD <slot>.
WARNING PD read error Read error occurred at LBA <address>-
<address> of JBOD <name> PD <slot>.
WARNING PD write error | Write error occurred at LBA <address>-
<address> of JBOD <name> PD <slot>.
INFO PD scrub JBOD <name=> PD <slot> starts disk scrubbing
started process.
INFO PD scrub JBOD <name> PD <slot> completed disk
completed scrubbing process.
WARNING PS fail Power Supply of <string> in JBOD <name=> is
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FAIL
INFO PS normal Power Supply of <string> in JBOD <name=> is
NORMAL
WARNING FAN fail Cooling fan of <string> in JBOD <name=> is
FAIL
INFO FAN normal Cooling fan of <string> in JBOD <name=> is
NORMAL
WARNING Volt warn OV Voltage of <string> read as <string> in JBOD
<name=> is WARN OVER
WARNING Volt warn UV Voltage of <string> read as <string> in JBOD
<name=> is WARN UNDER
WARNING Volt crit OV Voltage of <string> read as <string> in JBOD
<name=> is CRIT OVER
WARNING Volt crit UV Voltage of <item> read as <string> in JBOD
<name=> is CRIT UNDER
INFO Volt recovery Voltage of <string> in JBOD <string> is
NORMAL
WARNING Therm warn Temperature of <string> read as <string> in
oT JBOD <name=> is OT WARNING
WARNING Therm warn Temperature of <string> read as <string> in
ut JBOD <name=> is UT WARNING
WARNING Therm fail OT | Temperature of <string> read as <string> in
JBOD <name=> is OT FAILURE
WARNING Therm fail UT | Temperature of <string> read as <string> in
JBOD <name=> is UT FAILURE
INFO Therm Temperature of <string> in JBOD <name=> is
recovery NORMAL

System maintenance events

Level Type Description

INFO System System shutdown.
shutdown

INFO System reboot | System reboot.

INFO System System shutdown from <string> via Console
console ul
shutdown

INFO System web System shutdown from <string> via Web Ul
shutdown

INFO System button | System shutdown via power button
shutdown

INFO System LCM System shutdown via LCM
shutdown

INFO System System reboot from <string> via Console Ul
console reboot

INFO System web System reboot from <string> via Web Ul
reboot

INFO System LCM System reboot via LCM
reboot

INFO FW upgrade System firmware upgrade starts.
start

INFO FW upgrade System firmware upgrade succeeds.
success

WARNING FW upgrade System firmware upgrade is failed.
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failure

ERROR IPC FW System firmware upgrade timeout on another
upgrade controller
timeout

INFO Config <string> config imported
imported

HAC events
Level Type Description

INFO RG owner The preferred owner of RG <name> has been
changed changed to controller <number=>.

INFO Force CTR Controller <number> forced to adopt write-
write through | through mode on failover.

INFO Restore CTR Controller <number=> restored to previous
cache mode caching mode on failback.

INFO Failover All volumes in controller <number> completed
complete failover process.

INFO Failback All volumes in controller <number> completed
complete failback process.

INFO CTR inserted Controller <number=> is inserted into system

ERROR CTR removed Controller <number=> is removed from system

ERROR CTR timeout Controller <number> gets no response

ERROR CTR lockdown | Controller <number=> is locked down

ERROR CTR memory Memory size mismatch
NG

ERROR CTR firmware Firmware version mismatch
NG

ERROR CTR lowspeed | Low speed inter link is down
NG

ERROR CTR High speed inter link is down
highspeed NG

ERROR CTR backend SAS expander is down
NG

ERROR CTR frontend FC 10 controller is down
NG

INFO CTR reboot Controller reboot, reason [Firmware
FW sync synchronization completed]

Clone events

Level Type Description

INFO VD clone VD <name> starts cloning process.
started

INFO VD clone VD <name> finished cloning process.
finished

WARNING VD clone The cloning in VD <name> failed.
failed

INFO VD clone The cloning in VD <name=> was aborted.
aborted

INFO VD clone set The clone of VD <name=> has been designated.

INFO VD clone reset | The clone of VD <name=> is no longer

designated.
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WARNING Auto clone Auto clone task: <string>.
error
WARNING Auto clone no | Auto clone task: Snapshot <name=> is not

shap

found for VD <name>.

QReplica events

Level Type Description

INFO Qrep portal LAN<number> is enabled for QReplica portal
enabled

INFO Qrep portal QReplica portal is disabled
disabled

INFO VD replicate VD <name> starts replication process.
started

INFO VD replicate VD <name> finished replication process.
finished

WARNING VD replicate The replication in VD <name> failed.
failed

INFO VD replicate The replication in VD <name=> was aborted.
aborted

INFO VD set as VD <name=> has been configured as a replica.
replica

INFO VD set as VD <name> has been configured as a RAID
RAID volume.

INFO VD replica set | The replica of VD <name=> has been

designated.

INFO VD replica The replica of VD <name=> is no longer
reset designated.

WARNING Auto qrep not | Auto QReplica task: QReplica is not enabled for
enable VD <name>.

WARNING Auto qrep Auto QReplica task: <string>.
error

WARNING Auto qrep no Auto QReplica task: Snapshot <name=> is not
snap found for VD <name>.

INFO Source Remote VD <name> starts replicating to VD
replicate <name>.
started

INFO Source Remote VD <name> finished replication to VD
replicate <name>.
finished

INFO Source Remote VD <name> failed replication to VD
replicate failed | <name>.

INFO Source Remote VD <name=> aborted replication to VD

replicate
aborted

<name>.
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Appendix

A. Certification list

« RAM

RAM Spec: 240-pin, DDR2-533(PC4300), Reg.(register) or UB(Unbufferred), ECC,
up to 4GB, 64-bit data bus width (and also 32-bit memory), x8 or x16 devices,
36-bit addressable, up to 14-bit row address and 10-bit column address.

Vendor Model

ATP AJ56K72G8BJE6GS, 2GB DDR2-667 (Unbuffered, ECC) with
Samsung

Kingston KVR667D2E5/2G, 2GB DDR2-667 (Unbuffered, ECC) with Hynix

Kingston KVR800D2E6/2G, 2GB DDR2-800 (Unbuffered, ECC) with ELPIDA

Kingston KVR800D2E6/4G, 4GB DDR2-800 (Unbuffered, ECC) with ELPIDA

Unigen UG25T7200M8DU-5AM, 2GB DDR2-533 (Unbuffered, ECC) with
Micron

Unigen UG25T7200M8DU-6AMe, 2GB DDR2-667 (Unbuffered, ECC) with
Hynix

Unigen UG25T7200M8DU-6AK, 2GB DDR2-667 (Unbuffered, ECC, Low
profile) with Hynix

Unigen UG51T7200N8DU-8CM, 4GB DDR2-800 (Unbuffered, ECC) with
Hynix

e ISCSI Initiator (Software)

OS Software/Release Number
Microsoft Microsoft iSCSI Software Initiator Release v2.08
Windows

System Requirements:

1. Windows 2000 Server with SP4
2. Windows Server 2003 with SP2
3. Windows Server 2008 with SP2

Linux The iSCSI Initiators are different for different Linux Kernels.
1. For Red Hat Enterprise Linux 3 (Kernel 2.4), install linux-
iscsi-3.6.3.tar
2. For Red Hat Enterprise Linux 4 (Kernel 2.6), use the build-
in iSCSI initiator iscsi-initiator-utils-4.0.3.0-4 in kernel 2.6.9
3. For Red Hat Enterprise Linux 5 (Kernel 2.6), use the build-in
iSCSI initiator iscsi-initiator-utils-6.2.0.742-0.5.¢l5 in kernel
2.6.18
Mac ATTO Xtend SAN iSCSI initiator v3.10

System Requirements:

1. Mac OS X v10.5 or later

For ATTO Xtend SAN iSCSI initiator, it is not free. Please contact your local

distributor.
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¢ GDLE iSCSI HBA card

Vendor Model
HP NC380T (PCl-Express, Gigabit, 2 ports, TCP/IP offload, iSCSI
offload)
QLogic QLA4010C (PCI-X, Gigabit, 1 port, TCP/IP offload, iSCSI offload)
QLogic QLA4052C (PCI-X, Gigabit, 2 ports, TCP/IP offload, iSCSI
offload)
QLogic QLE4062C (PCIl-Express, Gigabit, 2 ports, TCP/IP offload, iSCSI
offload)
e GDbE NIC
Vendor Model
HP NC7170 (PCI-X, Gigabit, 2 ports)
HP NC360T (PCI-Express, Gigabit, 2 ports, TCP/IP offload)
IBM NetXtreme 1000 T (73P4201) (PCI-X, Gigabit, 2 ports, TCP/IP
offload)
Intel PWLAB492MT (PCI-X, Gigabit, 2 ports, TCP/IP offload)

« GDbE Switch

Vendor Model
Dell PowerConnect 5324
Dell PowerConnect 2724
Dell PowerConnect 2708
HP ProCurve 1800-24G
Netgear GS724T
ZyXEL GS2200

¢ Hard drive

SAS drives are recommanded on dual controller system.

B. Microsoft iSCSI initiator

Here is the step by step to setup Microsoft iISCSI Initiator. Please visit Microsoft website
for latest iSCSI initiator. This example is based on Microsoft Windows Server 2008 R2.

e Connect

1. Run Microsoft iSCSI Initiator.
2. Input IP address or DNS name of the target. And then click “Quick Connect”.
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iSCSI Initiator Properties E

Targets |Disc0very | Favaorite Targets | Yolurnes and Devices I RADILS I Configuration I

- Quick Connect

To discover and log on to a target using a basic connection, bype the IP address or
DS name of the target and then click Quick Connect.

Target: 192.168.15.10 Quick Connect... I

r~Discovered targets

Refresh I

Marne | Skatus |

To connect: using advanced options, select a target and then B |
click Connect.

To completely disconnect a target, select the target and DiseaT e |
then click Disconnect.

For target properties, including configuration of sessions, Properties. . |
select the target and click Properties,

For configuration of devices associated with a target, select . |
the target and then click Devices,

More about basic iSC5T connections and targets

OF Cancel Apply

3. Click “Done”

4. It can connect to an iSCSI disk now.
e MPIO Service
5. Please run “Server Manager” with below path:
Control Panel\System and Security\Administrative Tools

6. Click “Feature” and select Add Features.
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erver Manager -3 =]

File Action \View Help
e 5=

R Server Vnager (N V005
= —eesES—G———————————————_——_—_—__—_——__———_—_———_————————————

=
o)} Roles

E Diagnostics

j Configuration
Storage

View the status of features installed on this server and add or remove features.

" Features Summary Features Summary Help

(~) Features: 0 of 42 installed é Add Features

ﬂ Remove Features

-

4 | | _I {; Last Refresh: Today at 4:04PM  Configure refresh

7. Please choose the checkbox of Multipath 1/0

Add Features Wizard x|

Select Features
Features Select one or more features to install on this server.
Confirmation Features: Description:
Progress Multipath I/0, along with the
. LI .NET Framewark ..3.5.1Feamre5 . Microsoft Device Specific Module
Results ["] Background Inteligent Transfer Service (BITS)

[ BitLocker Drive Encryption
[] BranchCache

{DSM) or a third-party DSM, provides
support for using multiple data paths
to a storage device on Windows.

D Connection Manager Administration Kit
[] Desktop Experience
D DirectAccess Management Console
[ Failover Clustering
D Group Policy Management
[] 1k and Handwriting Services
[] internet Printing Client
D Internet Storage Mame Server
[[] LPR. Port Manitor
D Message Queuing
Multipath I/O:
] Network Load Balancing
[] Peer Name Resolution Protocol
] Quality Windows Audio Video Experience
D Remote Assistance

[ [" Remote Differential Comoression | _lll
1 »

More about features

< Previols | Next > I Install Cancel

8. Install:
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Add Features Wiza

Confirm Installation Selections

Features
To install the following roles, role services, or features, dick Install.

Confirmation

@ linformational message below
Progress

Results @ This server might need to be restarted after the installation completes.
Multipath If0

Print, e-mail, or save this information

< Previous Next = | Install I Cancel

9. Installation succeeded.

Add Features Wizard

Installation Results

Features
The following roles, role services, or features were installed successfully:
Confirmation
1 warning message below
Progress

A Windows automatic updating is not enabled. To ensure that your newly-installed role or feature is

automatically updated, turn on Windows Update in Control Panel.

Multipath If0 'g' Installation succeeded

Print, e-mail, or save the installation report

< Previous Next = | Close Cancel

e Starting iSCSI Initiator
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10. Please run “iSCSI initiator” with below path:

Control Panel\System and Security\Administrative Tools

11. Click > Discovery tab > Discover Portal

JetStor SAS 660iS / 660iSD

x
'Targets Discovery IFavon'te Targetsl Volumes and Devioesl RADIUS I Configuration I
rTarget portals
- -
The system will look for Targets on following portals:
Address | Port | Adapter | IP address |
To add a target portal, dick Discover Portal. Discover Portal. .. |
To remove a target portal, select the address abowve and . |
then dick Remave,
iSNS servers
; - — 2 Refresh
The system is registered on the following iSNS servers:
Mame |
To add an iSNS server, dick Add Server. Add Server... |
To remove an iSNS server, select the server above and P —_— |
then dick Remove.
More about Discovery and iSNS
QK Cancel Apply

Input the IP address of controllerl

Discover Target Portal x|

Enter the IP address or DNS name and port number of the portal you

want to add.

To change the default settings of the discovery of the target portal, dick
the Advanced button,

IP address or DNS name: Port: {Defaultis 3260.)

| 192.168.15.1| |3260

Advanced... OK I Cancel

13. Click Discover Portal
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iSCSI Initiator Properties

'Targets Discovery IFavorite Targets' Volumes and Dem'ces' RADIUS I Configuration |

To add a target portal, dick Discover Portal.

To remove a target portal, select the address above and
then dick Remove.

Target portals
The system will look for Targets on following portals: ﬂl
Address I Port I Adapter I IF address I
192,168.15.1 3260 Default Default

Discover Portal...
Remove |

iSMS servers

The system is registered on the follawing iISMS servers:

Refresh |

MName

To add an iSNS server, dick Add Server.

To remove an iSNS server, select the server above and
then dick Remave.

Add Server... |
Remove |

x|

More about Discovery and iSNS

Cancel Anply

14. Input IP address of controller2

Discover Target Portal

Enter the IP address or DMNS name and port number of the partal you

want to add.

To change the default settings of the discovery of the target portal, dick

the Advanced button.
[P address or DMS name: Port: (Default is 3260.)
| 192.168.15.3| |3260

X

Advanced... (0]4 I Cancel

15. Please connect ctrll
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=
Tergets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

"~ Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DINS name of the target and then dick Quick Connect.

Target: | GQuick Connett, .
Discovered targets
Refresh
Name | status
iqn.1997-05.tw.com jetstor:proips-fifo07ad8:dev.ctrl Inactive
ign.1997-05.tw.com jetstor:proips-fifo07ad8:dev0.cir2 Incative

To connect using advanced options, select a target and then Connect I

dick Connect.

To completely disconnect a target, select the target and Disconnect |
then dick Disconnect.

For target properties, induding configuration of sessions, Properties... |
select the target and dick Properties.

For configuration of devices associated with a target, select Devices... I
the target and then dick Devices,

| oK I Cancel l Apply

16. Choose checkbox of “Enable multipath-path”

Connect To Target _5'

Target name:

I ign.1997-05.tw.com jetstor:proips-fffo07ad8.dev0.ctr1

[V Add this connection to the list of Favorite Targets.
This will make the system automatically attempt to restore the
connection every time this computer restarts.

[V Enable multi-path

Advanced... ok | cancel |

17. Please select the IP address for Initiator & Target of controllerl
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Advanced Settings

Ga'\etall]psecl

 Connect using

Local adapter: IMicrosoFt iSCSI Initiator j

Target portal IP:

Initiator IP: |192.168.15.101 =

—CRC [ Chedksum
[~ Data digest [~ Header digest

[~ Enable CHAP log on

— CHAP Log on information
CHAP helps ensure conneckion security by providing authentication between a target and
aninitiator,

initiator. The name will default to the Initiator Name of the system unless another name is
spedified.

To use, specify the same name and CHAP secret that was configured on the target for this

Iame: I ign. 1991-05. com.microsoft:win-jbbvoggkSe 1

Target secrek: I

I Rerbarm mutusl authentication

Tiouse mutual CHAR, either specify an initiator secret on the Configuration page or use
RADILUS,

™| Use RADIUS to generate user authentication credentials

I~ | Use R&BIUS bo authenticate barget credentials

x| cne

Apply

18. Please connect ctrl2.

ISCSI Initiator Properties

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

~ Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DS name of the target and then dick Quick Connect.

Target: |
~Discovered targets
Refresh |
Name [ status |

iqn.1997-05 tw.com jetstorproips-f907adB:devi.ctrl  Connected
iqn.1997-05.tw.com jetstor:proips-fffo07ad8:devi.ctr2  Inactive

To connect using advanced opbions, select a target and then Connect I
dick Connect.

To completely disconnect a target, select the target and Disconnect |
then dick Disconnect.

For target properties, induding configuration of sessions, Properties...
select the target and diick Properties.

For configuration of devices associated with a target, select Devices...

the target and then click Devices.

x|

| oK I Cancel Apply,

I

19. Choose checkbox of “Enable multipath-path”.
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Connect To Target ] x|

Target name:

I iqn.1997-05.tw.com.jetstor:proips-fffo07ad8:dev0.ctr2

v Add this connection to the list of Favorite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts.

[V Enable multi-path

20. Please select the IP address for Initiator & Target of controller2.

21|

Generall]:psecl

 Connect using

Local adapter: IMicrcsth iSCSI Initiator j

Initiator IP: |192.168.15.102 =

Target portal IP:

CRC [ Checksum
[~ Data digest [~ Header digest

[~ Enable CHAP log on

~ CHAP Log on information
CHAP helps ensure connection security by providing authentication between a karget and
aninitiatar,

To use, spedify the same name and CHAF secret that was configured on the target for this
initiator. The name will default to the Initiator Name of the system unless another name is
specified.

[ame; I ign. 1991-05.com. microsoft:win-jbbvoggk5e 1

Target secret: I

I™ | Perfiorm mutual authentication:

Tio use mutual EHER, either specify: an initiatar secret on the Configuration page or use
RADILS,

I~ | Use RADIUS to generate user authentication ctedentials
I | Use RADIUS ko authenticate barget credentials

0K I Cancel Aol

21. iSCSl initiator install finish.
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e Setup MPIO

ISCSI Initiator Properties L

Targets IDsowsyl me‘l‘agelsi vdu.m:smdnevml mms] Cu'rl’g.raﬂml
i~ Quick Connect - 1
To discover and log on to a target using a basic connection, type the IP address or

DNS name of the target and then dick Quick Connect.

Target: |

~Di d targets

Name [ status ]

'rqn.l99?-05.m,c0m.jetstonproips--f:FFgO?ads:devo.ctrl Connected
iqn.1997-05.tw.com jetstorproips-fifo07adB:devi.ctr2 - Connected |

To connect using advanced options, select a target and then et |
dick Connect.

To completely disconnect a target, select the target and Disconnect |
then dick Disconnect.

For target properties, includs figuration of sessi

select the target and cick Progertes. __properes..._ |

For configuration of devices associated with a target, select Davicas, .. |
the target and then dick Devices,

x|

22. Please run “MPIO” with below path:

Control Panel\System and Security\Administrative Tools

. Remote Desktop Services 4
. Component Services
;g; Computer Management
E Data Sources (ODEC)
2] Event Viewer
&, iSCSI Initiator

= Local Security Policy
I
(%) Performance Manitne
- Add or remove MPIO support for dev
_:,é Security Qmultipathed.

i Server Manager
[ .\.e Services

‘32| Share and Storage Management

—* Storage Explorer
| System Configuration

() Task Scheduler

@F Windows Firewall with Advanced Security
|| Windows Memary Diagnostic

E Windows PowerShell Modules

@ Windows Server Backup

23. Click tab of “Discover Multi-Paths”
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24. Choose checkbox of “Add support for iSCSI devices

MPIO Properties |

'MPIO Devices  Discover Multi-Paths | DSM Install | Configuration Snapshot |

~SPC-3 compliant

Device Hardware Id |

¥ Add support for iSCSI devices

—Others

Device Hardware Id |

Add

More information on discovery of multipathed devices

ok | cancel |

25. Reboot
=
¥, Areboot s required to complete the operation. Reboot Now?
Yes I Mo
e MC/S
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26. If running MC/S, please continue.
27. Select one target name, click “Properties...”.

28. Click “MCS...” to add additional connections.

CrrTra— x4
Targets | Discovery | Favorite Targets | Vol | RADIUS | Configuration |
~ Quick Connect

To discover and log on to a target using a basic connection, type the [P address or
DNS name of the target and then dick Quick Connect.

Taget: |
[ Discovered targets

Refiesh |

Name [ stats ]

ign.1997-05.tw.com proips-fifa07ade:devl.crrl  Connected
iqn.1997-05 tw.com jetstorproips-fif07adBdev0.ctr2 - Connected

To connect usng advanced options, select a target and then Connect
dhck Connect.

To completely disconnect a target, select the target and Disconnect |
then dick Disconnect.

For target properties, induding configuration of sessions, 4' Properses...
select the target and dick Properties.

For configuration of devices associated with a target, select Devices...,

the target and then dick Devices.

T ] oo | |

Properties E

Sessions |P0rtal Groups I

Refresh |

Identifier |
D FFFFfag0027ee015-400001 370000000

To add a session, dlick Add session. Add session |
Tao d!sconnect OnE O MAte sessions, select each [FiaeErmee: |
session and then click Disconnect,

To view devices associated with a session, select [BEiiEEE, . |
a session and then click Devices,

i~ Session Information
Target portal group tag: 1]
Status: Connected
Connection count: 1
Maximurn Allowed Connections: 4
Authentication: Mone Specified
Header Digest: Mone Specified
Drata Digesk: Mone Specified
r— Configure Multiple Connected Session (MCS)
To add additional connections to a session or
configure the MCS policy For a selected session,
click MCS.

More Information on iSCSI Sessions

874 Cancel

29. Click “Add...”.
30. Click “Advanced...”.
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Multiple Connected Session (MCS)
MCS policy:
IRound Raobin j
Descripkion

The round robin policy attempts ko evenly distribute incoming requests to all
processing paths.

This session has the following connections:

Source Paortal I Target Portal | Skatus | Type I ‘Weight
192.168.15.44/37568 192.168.15.10f... Connected Active nja
4 | i

To add a connection, click add,

Ta remave a connection, seleck the connection above and then Remove |
click Remove.

To edit the path settings For the MCS policy, select a Edit... |
connection above and then click Edit.
Ok Cancel | Apply |

Target name:

I ign.1997-05.tw.com.jetstor:proips-000902298.dev0.ctr1

Connect Cancel

31. Select Initiator IP and Target portal IP, and then click “OK”.

32. Click “Connect™.
33. Click “OK™.

JetStor SAS 660iS / 660iSD

User Manual



JetStor SAS 660iS / 660iSD

Advanced Settings [ 7] =]

General | IPsec |

Connect using

Laocal adapter: IMicrosoFt iSCSI Initiator j
Initiator IP: |192.168.16.45 j
Target portal IP: |192.168.16.11 13260 j
TCRC f Checksum

[~ Data digest ™ Header digest

[~ Enable CHAP log on

— CHAP Log an information
CHAP hielps ensure connection security by providing authentication between & target and
an infiakar,

To use, specify the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initiator Mame of the system unless anather name is
specified.

Harme; I 4

Target secret: I

I™ | Perbarm mutua authentication

Tio use mutual EHAR, either specify an intiator secret on the Configuration page or use
RADILS,

™| Wse RADIUS ko generate user authentication credentials

™| Wse RADIUS ko authenticate Earget credentials

Cancel Aol

Multiple Connected Session (MCS)

MCS policy:
IRound Robin ﬂ

Description
The round robin policy attempts to evenly distribute incoming requests ko all
processing paths,

This session has the following connections:

Source Porkal I Targek Portal I Status I Type I S'eight I C
192.168.15.44/... 192.1658.15.10/... Connected Active nja 0
192,168 16.44/... 192.1658.16.11)... Connected Active nja 0

< |

To add a connection, click Add.

To remove a connection, seleck the connection above and then Remave
click Remove,

Ta edit the path settings For the MCS palicy, seleck a Edit...
connection abowve and then click Edit.

P,

ok Cancel | Apply |

34. Done.
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e Disconnect

35. Select the target name, click “Disconnect”, and then click “Yes™.

iSCSI Initiator Properties i x|

Targets | Discovery | Favorite Targets | Vokumes and Devices | RADIUS | Configuration |
"~ Quick Connect 1
To discover and log on to a target using a basic connection, type the IP address or

DNS name of the target and then dick Quick Connect.

Target: | Criick.Connect,.,
D d targets
Refresh |
Name [ status |

'rqn.l99}'-05.tw.com.jetstonpro'rps--f'-F'FQO?éds:devo.clrT Connected
iqn.1997-05.tw.com jetstorproips-fffo07adB.devOctr2  Connected |

To connect using advanced options, select a target and then Rt |
dick Connect.

To completely disconnect a target, select the target and Disconnect |
then dick Disconnect.

For target properties, includ i of sessi =
select the target and chck Propertes. __Properes... |

For configuration of devices associated with a target, select Davicaalll |
the target and then dick Devices,

36. Done, the iSCSI device disconnect successfully.
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