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Introduction 

The QThin - JetStor Thin provisioning feature is implemented after firmware version 3.0.0. In this 

document, we will introduce some questions and answers which you might ask about the QThin 

and help you to get more understanding about QThin. Please read it carefully before using any thin 

provisioned RG on the production unit. 

QThin RAID Design 

Question: 

What is the relationship among the PD, RAID set, RG, VD and Granularity (the space unit for 

allocation and zero reclamation)? 

Answer: 

Here we would like to introduce the relationship with a simple example as below: 

1. Creating a thin provisioned RG (RAID level 0) with 4 PD (100GB per each), and actually, a RG 

is created with a RAID set of RAID 0 with 4 disks. 
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2. Creating a VD1 (100GB) on the RG which is of course a thin provisioned VD, the system will 

create a VD which does not occupy any physical capacity at the beginning. 

 

 

 

The storage will tell the server (host) that there is a 100GB VD1 can be used, and pretending 

the 100GB VD1 has been allocated on the RG. But in fact, the spaces on the RG will not 

decrease until reading or until any data is really written into the VD1 from the server (host). 

Such as the below illustration, there is a VD created on a thin provisioned RG, but the Free 

space will not be used before writing any data into the VD. 

 

 

 

3. When you trying to write data into the VD1 from the server (host), the system will allocate 

available space from the RG to the VD1 to store the data. 

 

 

        

 

 

The RAID set will be divided by the Granularity (1 GB) which is the minimum size while 

allocating the space to a VD. 
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And it will also occupy one Granularity (1 GB) even the written data is less than 1 GB. 

 

 

 

Even only 2.5 GB of data was written into the VD, there is still 3GB of physical space on the 

RG allocated to the VD. 

 

4. And what if there are two or more RAID sets in the RG, and then creating two or more VDs? 

Which one of the RAID sets will the data be allocated to? 
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The system has its own policies (the health status of the RAID sets, the available capacity of 

the RAID and etc.) to judge which one of the RAID sets is proper to be allocated to a VD 

while space is demanded as the data changes. And you may observe which one of the RAID 

sets had been allocated with the data from the RG page on the web GUI when you clicked on 

the RG. For example, please see the below illustration, the space on the RAID set 2 is 

allocated more than on the RAID set 1. 

 

 

 

Compatibility 

Question: 

Can I change the fat provisioned RG/VD to thin provisioned RG/VD, or change the thin provisioned 

RG/VD back to the fat provisioned RG/VD? 

Answer: 

The RG cannot be changed from fat to thin provisioned, or the other way around. You have to 

backup the data and destroy the RG to create the type of RG (fat or thin) to restore the data back. 
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Question: 

If I am using the dual-controller, do I still need to schedule a down-time for upgrading the 

controller firmware from 1.x.x to 3.x.x? 

Answer: 

Yes, after upgrading the controller firmware to the 3.x.x version, please perform a cold reboot 

(shutdown and then power on) to the system. Otherwise, the system might have some abnormal 

behaviors during the reboot process. Due to the system perform rebooting on one controller after 

another which will cause the controllers with firmware 1.0.x and 3.0.x exist on the system at the 

same time and cause the problem. 

Capacity 

Question: 

What is the maximum number or capacity of the thin provisioned RG and VD can be included in 

the system? 

Answer: 

Please see the below comparison form between fat provision and thin provision: 
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There are items on the “Max.” column, such as “PD - system”; it means the maximum number of 

PD that can be supported in a system. And for the “Space - RAID set”, it represents the maximum 

capacity that can be supported in a RAID set. And so on. 

According to the above form, we want to remind you with the below notices: 

1. Although the Max. PD number that the thin provisioned RG can support is 256; it is still 

limited by the Max. PD supported in the system (192) as well. 

2. For the thin provisioned VD, once the total capacity of the thin provisioned VD on the system 

reach the limitation of 256 TB, you cannot create the thin provisioned VD or allocate the 

snapshot space on a thin provisioned VD anymore. For example, if you have created a thin 

provisioned VD with 128 TB and allocated 50 TB snapshot space on the VD, the rest capacity 

that can be used to create the thin provisioned VD will be limited in 78 TB. 

3. The fat provisioned RG does not have the limitation in the above RED columns. Say if there 

were thin provisioned VDs with size of 256 TB in total on the system, the fat VD still can be 

created as long as there is still free space on the fat RG.  

4. No matter you create a fat or thin provisioned VD, the capacity cannot be shrunk. 

Failure Cases 

Question: 

How can I recover the thin provisioned RG/VD which has failed already? 

Answer: 

Currently, there is no way to restore a failed thin provisioned VD. It is highly recommended that 

users need to keep monitoring the health of the RAID and backup the data regularly, no matter it 

is fat or thin provisioned RAID. 

Question: 

Will the thin provisioned RG get failed when one of the RAID sets in the RG got the failed status? 

Answer: 

Yes, the RG will be in the failed status if one of the RAID sets in the RG got failed. But the RG will 

be restored to good status after removing the failed RAID set. 
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Question: 

Continue the question above. When one of the RAID sets in a thin provisioned RG is failed, will the 

VD on it get failed as well? Is the failed VD still available to be accessed? 

Answer: 

Yes, the VD will get failed as well if it has the space allocated from the failed RAID set. The failed 

VD still can be accessed, but we could not guarantee if the consistency of the data on the VD will 

be corrupted or not, since there are parts of data stored on the failed RAID set. 

Question: 

Why does a thin provisioned VD with size bigger than a fat provisioned VD rebuild faster than the 

fat provisioned VD sometimes? 

Answer: 

When a thin provisioned VD is rebuilding, it rebuilds only the space actually allocated to it. Say 

there is a 1TB thin provisioned VD but only 30GB physical space is allocated to it, then it will take 

less time in rebuilding compares to a fat provisioned VD with size of 100GB. 

Zero Reclaim 

Question: 

What is the difference between enabling “Space reclaim” when creating the VD and performing 

“Space Reclamation” on the VD manually? 

Answer: 

Enabling “Space reclaim” option when creating the VD: 
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Enabling this option means when the data is written into the VD, the system will check in real time 

if there is space could be reclaimed. 

 

Performing the “Space Reclamation” function on the VD: 

 

 

 

This function will check the whole data of the VD which allocated on the RAID sets in background, 

see if there are any spaces could be reclaimed. 

Question: 

Can the snapshot space on the thin provisioned VD be zero reclaimed? 
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Answer: 

The snapshot space will follow the property of the thin provisioned VD. If the “Space reclaim” 

option is enabled when creating the VD, the system will check if the snapshot space could be 

reclaimed in real time. And if performing the “Space Reclamation” function on the VD, the system 

will check the whole VD as well as the snapshot space in background, sees if there are any zero 

spaces could be reclaimed. 

Performance 

Question: 

When using the thin provisioned RG, will the performance be as good as the one of the fat 

provisioned RG? 

Answer: 

Generally, the performance will not be a high light when using the thin provisioned RG. And since 

the written data might be allocated to the different RAID sets, the performance will be a little less 

comparing to the fat provisioned RG. 

Question: 

If enabling the “Space reclaim” option at the beginning when creating the VD, will it take any 

affect on the performance comparing to the disabled scenario? 

Answer: 

Yes, the system has to share some resources to the checking process, and the performance will 

become a little lower than the disabled scenario. 

Others 

Question: 

On the RG page on the web GUI, what is the difference between Free and Avail capacity? 
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Answer: 

The Free capacity means the space has never been used and the Avail capacity means the space 

still available for allocation, no matter it is the free space or reclaimed space. After performing the 

Space reclamation function, the reclaimed spaces will be added to the Avail column if any. And the 

spaces of the “Free” column will remain the same. 

Question: 

After formatting or deleting the VD (file system) from server (host), why the Avail capacity on the 

RG does not increase even executing the Space reclamation function? 

Answer: 

The zero reclaim function will only reclaim the space which has continuous 1GB (Granularity) zero 

on the RAID sets. The formatting or deleting the VD from the server (host) does not mean to write 

the zero into the VD. So this is why the spaces could not be added to the Avail column. 

Question: 

Why cannot I migrate the thin provisioned RG to another RAID level? 

Answer: 

Currently, the migration function is not available on the thin provisioned RG. It is not allowed for a 

thin RG to have the RAID sets with different RAID levels. 

Question: 

After creating a thin VD on the RAID 3/5/6 thin RG, why the VD does not start to initialize? 

Answer: 

There is no space allocated to a thin provisioned after the creation until the server (host) write the 

data into the VD. So the thin provisioned VD does not have to initialize after creating it. 
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Summary 

The above questions and answers might be helpful for you to save times when you tried to use 

and realize the QThin function. Due to the behaviors of thin provisioned VD are different 

comparing to the thin provisioned VD, please try to test much more scenarios for making sure that 

you are very familiar with each scenario of the QThin before you will store your valuable data into 

the QThin VD. 
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